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The financial instability hypothesis has both enpirical and
theoretical aspects. The readily observed enpirical aspect is
that, fromtinme to tine, capitalist economes exhibit inflations
and debt deflations which seemto have the potential to spin out
of control. In such processes the economic systems reactions to
a nmovenent of the econony anplify the novenent--inflation feeds
upon inflation and debt-deflation feeds upon debt-deflation
Governnent interventions aimed to contain the deterioration seem
to have been inept in some of the historical crises. These

hi storical episodes are evidence supporting the view that the
econony does not always conformto the classic precepts of Smth
and Walras: they inplied that the econony can best be understood
by assuming that it is constantly an equilibrium seeking and
sustaining system

The classic description of a debt deflation was offered by
Irving Fisher (1933) and that of a self-sustaining
di sequilibrating processes by Charles Kindleberger (1978).

Martin wolfson (1986) not only presents a conpilation of data on
t he energence of financial relations conducive to financi al
instability, but also exam nes various financial crisis theories
of business cycles.

As econonmic theory, the financial instability hypothesis is
an interpretation of the substance of Keynes's "General Theory".
This interpretation places the General Theory in history. As the
Ceneral Theory was witten in the early 1930s, the great

financial and real contraction of the United States and the ot her



capitalist economes of that tinme was a part of the evidence the
theory ainmed to expl ain. The financial instability hypothesis
al so draws upon the credit view of noney and finance by Joseph
Schunpeter (1934, Ch. 3) Key works for the financial instability
hypothesis in the narrow sense are, of course, Hyman P. M nsky
(1975, 1986).

The theoretical argunment of the financial instability
hypot hesis starts from the characterization of the econony as a
capitalist econony with expensive capital assets and a conpl ex,
sophi sticated financial system The econom c problemis
identified followi ng Keynes as the "capital devel opnent of the
econony," rather than the Knightian "allocation of given
resources anong alternative enploynents.” The focus is on an
accunul ating capitalist econony that noves through real cal endar
time.

The capital devel opnent of a capitalist econony is
acconpani ed by exchanges of present noney for future noney. The
present noney pays for resources that go into the production of
i nvest ment output, whereas the future noney is the "profits”
which will accrue to the capital asset owning firns (as the
capital assets are used in production). As a result of the
process by which investnent is financed, the control over itens
in the capital stock by producing units is financed by
l[iabilities--these are commtnents to pay noney at dates
specified or as conditions arise. For each economc unit, the

liabilities on its balance sheet determine a time series of prior



paynment conmtnents, even as the assets generate a tinme series of
conj ectured cash receipts.

This structure was well stated by Keynes (1972)

There is a multitude of real assets in the world which

constitutes our capital wealth - buildings, stocks of

comodities, goods in the course of manufacture and of
transport, and so forth. The nom nal owners of these

assets, however, have not infrequently borrowed noney

(Keynes' enphasis) in order to beconme possessed of them To

a corresponding extent the actual owners of wealth have

clains, not on real assets, but on noney. A consi derabl e

part of this financing takes place through the banking

system which interposes its guarantee between its
depositors who lend it noney, and its borrow ng custoners to
whom it | oans noney wherewith to finance the purchase of

real assets. The interposition of this veil of noney

between the real asset and the wealth owner is an especially

mar ked characteristic of the nobdern world."(p.151)

This Keynes "veil of noney" is different from the Quantity
Theory of noney "veil of noney." The Quantity Theory "veil of
noney" has the trading exchanges in commodity markets be of goods
for noney and noney for goods: therefore, the exchanges are
really of goods for goods. The Keynes veil inplies that noney is
connected with financing through tine. A part of the financing
of the econony can be structured as dated paynent commtnents in
whi ch banks are the central player. The noney flows are first
from depositors to banks and from banks to firns: then, at sone
|ater dates, fromfirnms to banks and from banks to their
deposi tors. Initially, the exchanges are for the financing of
i nvestnment, and subsequently, the exchanges fulfill the prior
comm tnents which are stated in the financing contract.

In a Keynes "veil of noney" world, the flow of noney to
firme is a response to expectations of future profits, and the
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flow of nmoney fromfirns is financed by profits that are
realized. In the Keynes set up, the key econom c exchanges take
place as a result of negotiations between generic bankers and
generic busi nessnen. The docunents "on the table" in such
negotiations detail the costs and profit expectations of the

busi nessnen: businessnen interpret the nunbers and the
expectations as enthusiasts, bankers as skeptics.

Thus, in a capitalist econony the past, the present, and the
future are linked not only by capital assets and |abor force
characteristics but also by financial relations. The key
financial relationships link the creation and the ownership of
capital assets to the structure of financial relations and
changes in this structure. Institutional conplexity may result
in several layers of internediation between the ultimte owners
of the communities' wealth and the units that control and operate
the communities' wealth

Expectations of business profits determ ne both the flow of
financing contracts to business and the market price of existing
financing contracts. Profit realizations determ ne whether the
conmmtments in financial contracts are fulfilled--whether
financial assets perform as the pro formas indicated by the
negoti ati ons.

In the nodern world, analyses of financial relations and
their inplications for system behavior cannot be restricted to
the liability structure of businesses and the cash flows they

entail. Househol ds (by the way of their ability to borrow on



credit cards for big ticket consuner goods such as autonobiles,
house purchases, and to carry financial assets), governnents
(wth their large floating and funded debts), and internationa
units (as a result of the internationalization of finance) have
l[iability structures which the current perfornmance of the econony
either validates or invalidates.

An increasing conplexity of the financial structure, in
connection with a greater involvenent of governnents as
refinancing agents for financial institutions as well as ordinary
business firns (both of which are marked characteristics of the
nodern world), may nmaeke the system behave differently than in
earlier eras. In particular, the nmuch greater participation of
national governnents in assuring that finance does not degenerate
as in the 1929-1933 period neans that the down side vulnerability
of aggregate profit flows has been nuch di m ni shed. However, the
sanme interventions may well induce a greater degree of upside
(i.e. inflationary) bias to the econony.

In spite of the greater conplexity of financial relations,
the key determ nant of system behavior remains the |evel of
profits. The financial instability hypothesis incorporates the
Kal ecki (1965)-Levy (1983) view of profits, in which the
structure of aggregate denmand determines profits. In the

skel etal nodel, wth highly sinplified consunption behavior by

receivers of profit incones and wages, in each period aggregate
profits equal aggregate investnent. In a nore conplex (though
still highly abstract) structure, aggregate profits equa



aggregate investnment plus the government deficit. Expect ati ons
of profits depend upon investnment in the future, and realized
profits are determ ned by investnent: thus, whether or not
liabilities are validated depends upon investnent. I nvest ment

t akes place now because businessnen and their bankers expect
investnent to take place in the future.

The financial instability hypothesis, therefore, is a theory
of the inpact of debt on system behavior and al so incorporates
the manner in which debt is validated. In contrast to the
orthodox Quantity Theory of noney, the financial instability
hypot hesi s takes banking seriously as a profit-seeking activity.
Banks seek profits by financing activity and bankers. Like all
entrepreneurs in a capitalist econony, bankers are aware that
i nnovation assures profits. Thus, bankers (using the term
generically for all internediaries in finance), whether they be
brokers or dealers, are nerchants of debt who strive to innovate
in the assets they acquire and the liabilities they narket. Thi s
i nnovative characteristic of banking and finance invalidates the
fundanental presupposition of the orthodox Quantity Theory of
noney to the effect that there is an unchangi ng "money" item
whose velocity of circulation is sufficiently close to being
constant: hence, changes in this noney's supply have a I|inear
proportional relation to a well defined price |evel

Three distinct income-debt relations for economc units,
which are | abeled as hedge, speculative, and Ponzi finance, can

be identified.



Hedge financing units are those which can fulfill all of
their contractual paynent obligations by their cash flows: the
greater the weight of equity financing in the liability
structure, the greater the likelihood that the unit is a hedge
financing unit. Specul ative finance units are units that can
neet their payment conmtnents on "incone account™ on their
liabilities, even as they cannot repay the principle out of
income cash flows. Such units need to "roll over" their
liabilities: (e.g. issue new debt to nmeet commtnents on maturing
debt). Governnents with floating debts, corporations with
floating issues of comercial paper, and banks are typically
hedge units.

For Ponzi units, the cash flows from operations are not
sufficient to fulfill either the repaynent of principle or the
i nterest due on outstanding debts by their cash flows from
operations. Such units can sell assets or borrow Borrowing to
pay interest or selling assets to pay interest (and even
di vi dends) on comon stock |owers the equity of a unit, even as
it increases liabilities and the prior commtnment of future
incomes. A unit that Ponzi finances |owers the margin of safety
that it offers the holders of its debts.

It can be shown that if hedge financing dom nates, then the
econony nay well be an equilibrium seeking and containing system
In contrast, the greater the weight of specul ative and Ponz
finance, the greater the likelihood that the econony is a

deviation anmplifying system The first theorem of the financial



instability hypothesis is that the econony has financing regines
under which it is stable, and financing reginmes in which it is
unst abl e. The second theorem of the financial instability
hypothesis is that over periods of prolonged prosperity, the
econony transits from financial relations that make for a stable
system to financial relations that make for an unstable system
In particular, over a protracted period of good tines,
capitalist economes tend to nove from a financial structure
dom nated by hedge finance units to a structure in which there is
| arge weight to units engaged in specul ative and Ponzi finance.
Furthernore, if an econony with a sizeable body of specul ative
financial units is in an inflationary state, and the authorities

attenpt to exorcise inflation by nonetary constraint, then

specul ative units will beconme Ponzi units and the net worth of
previously Ponzi units will quickly evaporate. Consequent | y,
units with cash flow shortfalls will be forced to try to nake

position by selling out position. This is likely to lead to a
col | apse of asset val ues.

The financial instability hypothesis is a nodel of a
capitalist econony which does not rely upon exogenous shocks to
gener ate business cycles of varying severity. The hypot hesi s
hol ds that business cycles of history are conpounded out of (i)
the internal dynam cs of capitalist economes, and (ii) the
system of interventions and regulations that are designed to keep

the econony operating wi thin reasonabl e bounds.
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2. On the modelling of systemic
financial fragility+
Peter Skott

The dramatic transformation of the world’s financial systems in the post-war
period and the signs of increasing financial fragility have led to a renewed interest
in the interaction between real and financial factors. Two issues, in particular,
have attracted attention. It is not clear, first, that increasing financial ‘sophis-
tication’ brings any real benefits. On the contrary, it has been argued that the
relatively traditional financial systems in Japan and continental Europe may have
helped these economies to avoid the ‘short-termism’ which allegediy plagues
the UK and the US. There are fears, secondly, that whatever other benefits may
flow from financial innovation, it carries with it serious dangers of destabilization.
The depression in the 1930s and the speculative boom that preceded it are seen
as examples of what may happen, and the question, in Minsky’s words, is ‘Can
“It” Happen Again?’ (Minsky, 1963, 1982).

The purpose of this paper is limited. It does not address short-termism and
related issues ! and it only considers certain aspects of the stability question. A
convincing analysis of the effects of financial change on the stability of the
economy would require detailed institutional and historical studies which are
far beyond any single paper. But the analysis also depends on an understand-
ing of the main linkages between financial and real variables. These linkages
are complex, and simplified theoretical models may be needed to articulate the
links and to examine the logical coherence of existing theories of financial crisis.

Financial aspects have been virtually absent from standard theories of cyclical
fluctuations. Keynesian multiplier—accelerator models are cast in real terms,
monetarist and new monetarist theories focus on unanticipated changes in
simple monetary aggregates (whose significance is called into question by
financial innovation and the very existence of a sophisticated financial system),
and ‘real business cycle’ theories — like general equilibrium models — find no
role at all for monetary and financial issues. The interaction between real and

* I'wish to thank James Crotty, Amitava Dutt, Marc Jarsulic, Stephen Marglin and seminar par-

ticipants at Harvard University, University of Notre Dame, UNAM (Mexico) and University of
Massachusetts for helpful comments and suggestions on an earlicr version of this paper.
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50 Unemployment, finance, and growth cycles

financial factors — and the central importance of this interaction in the generation
of economic fluctuations — has been stressed, however, by a number of writers
including Marx and Schumpeter.2 More recently, this interaction has been a
constant theme in the writings of Hyman Minsky .3

Minsky’s theory of financial instability is described briefly in Section 2. Section
3 offers a formalization of some aspects of the theory, and Sections 4 and 5
integrate financial and real factors, Section 4 using a discrete-time specifica-
tion with linear saving and investment functions and Section 5 a continuous-time
specification with non-linearities in the investment function. The final section
summarizes the conclusions and speculates on the usefulness of formal modelling
in this area.

SECTION 2: MINSKY ON SYSTEMIC FINANCIAL
FRAGILITY

Minsky argues that financial fragility develops endogenously during periods
of expansion. Financial fragility is systemic in that ‘the development of a fragile
financial structure results from the normal functioning of our economy’ (Minsky,
1977, p.140}. The argument is that

[alcceptable financing techniques are not technologically constrained; they depend
upon the subjective preferences and views of bankers and businessmen about prospects.
With the financial structure that ruled in the 1950s, it was correct for businessmen
and bankers to increase short-term indebtedness. However, success breeds a disregard
of the possibility of failure; the absence of serious financial difficulties over a sub-
stantial period leads to the development of a euphoric economy in which increasing
short-term financing of long positions becomes a normal way of life. As a previous
financial crisis recedes in time, it is quite natural for central bankers, government
officials, businessmen, and even economists to believe that a new era has arrived.
{Minsky, 1986, p.213)

This line of reasoning leads to the following two ‘fundamental propositions of
the financial instability hypothesis’:

1. Capitalist market mechanisms cannot lead to a sustained, stable-price, full-

employment equilibrium.

2. Serious business cycles are due to financial attributes that are essential to capitalism,
(Minsky, 1986, p.173)

Minsky is careful to point out that ‘even though business cycles and financial
crises are unchanging attributes of capitalism, the actual path an economy
traverses depends upon institutions, usages and policies’ (Minsky, 1986, p.174).
It should be noted, in particular, that while financial innovation, involving
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changes in both financial practices and institutions, may be part of the process
towards increasing fragility, institutional constraints and policy intervention are
also essential to transform the explosive movements into bounded fluctuations.
The resolution of financial crises and the construction of the foundations for
renewed prosperity do not happen automatically, and since each crisis has its
own peculiarities there are no proven remedies to be pulled down from the shelf.
The length and depth of the crises are thus variable, and the financial instabil-
ity hypothesis does not predict the emergence of regular and time-invariant cycles.
But it is suggested that real and financial factors combine to produce persistent
fluctuations, and I shall use the term ‘cycle’ as a shorthand for these — possibly
quite irregular — fluctuations.

Minsky’s theories would seem to offer a promising perspective on post-war
financial developments. The cautious and conservative behaviour of financial
institutions in the early post-war period followed the débacles of the inter-war
period but, as the memory of past crises faded, these cautious patterns of
behaviour came under increasing pressure. No doubt, the post-war changes in
institutions as well as in the attitudes and practices of private and public decision
makers can be explained away scholastically to fit neoclassical presuppositions
about rationality, but Minsky’s historical and institutionalist perspective seems
much more fruitful.?

Accepting Minsky’s basic approach, however, still leaves open a number of
questions. The mere existence of endogenous change in the financial sphere and
of feedback effects from financial to real variables does not necessarily imply
acyclical tendency,® and Minsky has provided no formal demonstration of how
real and financial interactions lead to financial instability.” Recently, however,
there has been a number of attempts at formalizing his ideas, the most influ-
ential being Taylor and O’Connell (1985).8 Their model, as any simple
formalization of a complex argument, necessarily has weaknesses as well as
strengths,” and in this paper I shall follow the same approach as in Skott (1994)
with respect to the modelling of endogenous changes in financial practices. There
are some changes of terminology, but the main differences compared with this
earlier paper concern the specification of the real side of the economy and the
interaction between real and financial variables. In addition, the present paper
explores both discrete- and continuous-time versions of the interaction.

SECTION 3: A FORMALIZATION OF INDUCED
FINANCIAL CHANGE

According to the financial instability hypothesis there is a tendency during periods
of expansion and financial tranquillity for all decision makers to adopt practices
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which are increasingly risky and which intensify the underlying fragility of the
system. According to this hypothesis changes in financial behaviour, in ‘fragility’,
are thus related to the current degree of ‘tranquillity’ in financial markets, and
the essence of Minsky’s cyclical argument can, I suggest, be represented in terms
of two scalar indicators: one variable, 7, describing the degree of financial fragility
and a second, T, capturing the degree of financial tranquillity. 19

The term fragility refers to the state of the financial system. The system is
fragile if smali disturbances — an unforeseen drop in income, for instance, or a
rise in interest rates — make it difficult or impossible for a significant proportion
of the financial units to meet their contractual obligations. An increase in the
share of contractual commitments in expected cash-flow would therefore
indicate a rise in fragility: it would make the financial unit more vulnerable to
shocks. Since the failure of one unit will have repercussions on the financial
position of its creditors, the fragility of the system depends on the complete
network of financial commitments between firms, households, financial insti-
tutions and the public sector. This network in turn reflects the behaviour of private
agents as well as the influence of economic policy and regulation. High leverage
and adventurous Ponzi schemes may represent typical manifestations of a high
degree of fragility, but the relaxation, for instance, of the constraints on the
activities of the US S & Ls in the early 1980s also led to an increase in fragility
(which subsequently reduced the tranquillity of the system).

The existence of a fragile financial system must be distinguished from the
actual appearance of crises: a fragile system need not be characterized by a lack
of ‘tranquillity’. Financial commitments have been made on the basis of expec-
tations that may or may not prove accurate, and tranquillity — the ability to meet
these commitments — therefore depends on realized cash-flow as well as on the
amount of contractual payments (including the possibility of rolling over the
existing debt or obtaining new loans). Tranquillity reflects the outcome of this
interaction between financial and real factors. It is at its lowest during a full-
scale financial crisis involving the collapse of key financial institutions, but
variations in the degree of tranquillity may also be observed during more
normal times; default and bankruptcy rates, for instance, are among the obvious
(inverse) indicators of tranquillity.

The focus on scalar indicators of fragility and tranquillity clearly implies a
gross simplification. Fragility and tranquillity are multi-dimensional concepts,
and financial innovation and institutional change imply that the precise defin-
itions of these dimensions must depend on the historical and institutional
context. The significance of a given debt~equity ratio, for instance, depends on
the institutional environment (what are the relations between firms and their
banks? who are the shareholders? etc.), and ‘the rate of interest’ may be of little
importance if credit markets are characterized by (variable degrees of) quantity
rationing.
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This historical contingency implies that it may be misleading to focus an
analysis of persistent tendencies on seemingly well-defined elements of the
financial structure (e.g. ‘the interest rate’). The focus on a single weli-defined
element of the financial system — and the exclusion of other aspects of the system
— would need to be justified, and the constant evolution of the financial system
makes it difficult to provide any such justification. Thus, it is preferable to cast
the general analysis in terms of hybrid variables F and T.1! These hybrid
indicators can be given operational definitions for use in empirical work, but
the definitions will be historically and institutionally contingent. Thus, Wolfson
{1990) has constructed indicators of movements in the financial tranquillity mﬂa
fragility of the US economy between 1946 and 1987 and used these hybrid
indicators in econometric regressions which link tranquillity to various measures
of fragility.!? As a particularly simple empirical definition, it may be helpful
to think of F as the ratio of interest payments to normal income and T as the
ratio of interest payments to actual income.!3 These simplified definitions,
however, should not be confused with the general concepts of fragility and tran-
quillity.

Returning to the theoretical argument, fragility and tranquillity evolve endoge-
nously and, in accordance with Minsky’s behavioural assumptions, it is assumed
that changes in fragility depend on the degree of tranquillity: in the absence of
financial difficulties agents adopt schemes of increasing optimism. By suitable
choice of units this relation takes a simple linear form

E=T (2.1)

where the dot denotes the time derivative.

Financial difficulties develop as the result of an incongruence between the
optimism which motivated financial arrangements and the actual outcome. If
the source of potential instability is located primarily in the business sector -
and the exposure of financial institutions to bankruptcies and defaults in this
sector — then T should depend on financial fragility (inversely) and on realized

profit rates (positively), i.e.!
T=T(Fr); Tp<0,T,>0 2.2)

where r denotes the profit rate.!’ The real sector influences the financial
movements through the variable r in Equation (2.2), and this dependence of T
on r implies that even fluctuations whose genesis lies outside the financial sphere
will have financial ramifications. These, in turn, may feed back on the real side,
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adding a financial element to the cycles: the profit rate, as we shall see, is
determined by the interaction of real and financial variables.

Adopting a standard Kaleckian approach, I assume a constant mark-up. With
a given fixed-coefficient technology the rate of profit then becomes proportional
to the rate of utilization of capital

r=ruc¥=ng 2.3)

where T, 1, G and o* denote the (constant) profit share, the utilization rate, the
actual output capital ratio and the maximum, technically determined output capital
ratio, respectively.

A classical distinction between the saving propensities out of wage and profit
income would add nothing to the analysis since, by assumption, the profit share
remains constant in this model. The following simple specification of the saving
function is therefore adopted,

SIK=s50 2.4)

where s, representing the (marginal and average) propensity to consume, may
be interpreted as a weighted average of the saving propensities out of wages
and profits.

Most investment functions relate the rate of accumulation to utilization and
profitability, but with the explicit introduction of financial aspects this standard
specification can be augmented to allow for the influence of both fragility and
tranquillity.'® Appendix A sets out a simple model of the joint investment and
finance decision. The model implies that both the utilization rate and financial
tranquillity have a positive effect on accumulation. During ‘normal times’ an
increase in fragility — in the laxity of financial practices — will also stimulate
accurnulation but this positive relation may be reversed in periods of crisis: low
utilization rates and/or a low degree of tranquillity may imply that accumula-
tion responds negatively to arise in fragility. The investment function thus takes
the following form

IK=g(c,F,T); g;,>0,8.20, g,>0. (2.5)

Ignoring depreciation and assuming that investment plans are always realized,
Equation (2.5) also describes the actual rate of accumulation.
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SECTION 4: A DISCRETE-TIME MODEL WITH FULL
OUTPUT ADJUSTMENT

Most Keynesian models focus on short-run equilibria in which output has
adjusted to equalize desired saving and investment. Unless one is willing to assume
that output reacts infinitely fast so that disequilibria between ex ante saving and
investment will never arise, it seems most appropriate to analyse the long-term
dynamics of such models in terms of discrete-time sequences of short-run
equilibria, the unit period being long enough to allow the economy to attain the
short-run equilibrium. '’

Adopting a linear version of the investment function!®

UK =ac+bF +cT+d (2.52)
and assuming that T'is additively separable and linear in G,
T = AG + flF), (2.22)
the equilibrium value of & is given by!?
G =(bF + ¢f(F) + d){(s —a—cA). (2.6)

Equation (2.6) relates the short-run equilibrium value of the output capital ratio
to the predetermined value of financial fragility, and the evolution of the system
can be found by combining (2.6) with a discrete-time version of Equation (2.1),

F.—-F=T, (2.1a)
Using (2.2a) and (2.6), Equation (2.1a) implies that

F

1+l

=F,+A(bF, + Qﬂﬁb+&\ﬁlnln§v +fF) 2.7
=0, F,+B RFY+7,

where

o =1 +Abls—a—-cA)>0
_w_u_.,,mn\@lai%ovo
v, = Adl(s —a—-cA)

The properties of the dynamic system described by (2.7) depend on the function
f. A linear specification of £, for instance, implies a linear difference equation
with limited and well-known dynamic properties. Linearity, however, is a
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special case, and even simple non-linear specifications may generate a range
of qualitatively different outcomes.

Although the nature of the two financial variables makes it difficult to have
a clear intuition about the functional form of the relation between T and F,%C it
may be possible to provide some justification for a concave specification of f.
Thus, it can be argued — and indeed it seems to be implicit in Minsky’s argument
— that tranquillity is insensitive to variations in financial practices as long as a
reasonable margin of safety is maintained. Relaxations of financial constraints
that have a given impact on accumulation may therefore be expected to have a
larger effect on tranquillity in a fragile than in a robust financial environment.
Marginal changes in leverage, for instance, will have little effect on the bankruptcy
risk of well-consolidated firms while a high-debt firm whose contractual com-
mitments cover a high proportion of expected earnings can be seriously affected.

A quadratic specification of f represents a particularly simple non-linearity
of this kind?'

RF)=BF—CP2+D;C>0 2.8)
It then follows that
Foo=0 F+By F 2+, (2.9)
with
0y =0y +B,B
B,=P,c<0
Y=Y +B,D

This dynamic equation, as is well-known, may generate an extremely rich
menu of outcomes, including chaotic movements. More generally, if the f~
function in Equation (2.7} is concave and if either

a. Equation (2.7) has two staticnary solutions, F* < F**_and

at F,= F** we have dF, /dF,<-1, and

i

ii. F, (F™)> F* where F™* = max F (F)?
or
b. Equation (2.7) has a unique solution F* and

i atF,=F*wehave dF, /dF,<~1,and

ii. the function linking F, ; to F, has a global maximum
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Figure 2.1 Stable equilibrium
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then either chaotic movements or asymptotically regular cycles will result.23
Figures 2.1-2.3 illustrate some of the possibilities.

The model has augmented a standard specification of the investment and saving
functions by allowing financial fragility and tranquillity to influence the desired
rate of accumulation. The resulting short-run equilibrium condition for the
product market determines the rate of utilization as a function of the financial
variables  and T. Tt was assumed that tranquillity, in turn, is determined by uti-
lization and fragility, and — using the equilibrium condition — this assumption
implies a reduced-form equation linking the contemporaneous values of T and
F.
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Figure 2.2 Perpetual fluctuation
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Minsky’s assumption that changes in financial practices — in fragility
depend on current levels of tranquillity transforms the contemporancous equi-
librium relation between F and T into a first order difference equation.
Non-linearities in this equation imply that, despite its simplicity, the model may
be capable of producing a wide range of dynamic outcomes. The chaotic pos-
sibilities, in particular, with perpetual but irregular fluctuations, would seem to
substantiate, or at least conform with, Minsky’s vision. Although the assump-
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Figure 2.3 Cumulative downward divergence
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tions behind these outcomes may not look implausible, it should be noted that
non-linearities in the financial variables have played a central role in the model.
The nature of the financial variables, however, makes it difficult to provide a
compelling justification of any particular functional form, and one may therefore
feel unhappy about introducing critical non-linearities in terms of these variables.

Additional questions can be raised with respect to the use of a discrete-time
framework. The possibility of local instability through over-shooting is essential
to the generation of chaotic patterns. A direct re-specification of Equation (2.9)
in continuous time would imply convergence to 2 steady-state equilibrium, and
the rigidities of the discrete-time framework thus carry a heavy weight. A
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separate but related question concerns the Keynesian short-run equilibrium
assumption. Especially if a continuous-time framework is adopted, it would seem
unreasonable to exclude deviations from Keynesian short-run equilibrium, and
the model thus requires further modification: a re-specification in continuous
time but with explicit allowance for short-run disequilibrium adjustment may
be desirable.

SECTION 5: A KALDOR-MINSKY MODEL IN
CONTINUOUS TIME

Kaldor's classic model of the trade cycle, Kaldor (1940), provides a useful starting
point for a re-specification along these lines. Kaldor introduced non-linearities
in the saving and investment functions and assumed that both the level of
output and the size of the capital stock influence saving and investment. The
result, he argued, could be perpetual trade cycle fluctuations in output and
employment. The model was formalized by Chang and Smyth (1971) but as
shown in Skott (1989, chapter 3) the cyclical result depends on restrictive and
implausible assumptions: if, as seems reasonable, the saving and investment
functions are homogeneous of degree one in output and capital, then the
economy converges to a steady growth path.

Algebraically, a general version of the Kaldor model can be described by the
following equations :

$=SY.K (2.10)
I=IY.K) (2.11)
Y=A(I-9) (2.12)

K=1 (2.13)

Assuming linear homogeneity of (2.10) and (2.11), this system of equations can
be reduced to a one-dimensional differential equation

&=Y-K=NY(-8)-UK=n\[1,1/5)~S(1,1/0)] - Ko,1) (2.14)
= Mo (g(c) - k(o)) - g(0)

where ¢ = Y/K is the output capital ratio and g and 4 are now defined by g(c)
= (¢,1) = /K and k(o) = §(G,1) = S/K.

Non-linearities may imply the existence of multiple equilibria and the long-
term outcome will then depend on the initial value of &. But Equation (2.14)
implies that asymptotically ¢ will converge to some equilibrium value o* as
indicated in Figure 2.4.24 This steady growth implication no longer holds when
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the model is augmented by the introduction of financial variables in the
investment function. Retaining the assumption of linear homogeneity in ¥ and
K, this extension of Equation (2.11) yields

IK=g(c,F,T);g,>0,8p50,gT>0 (2.11a)
which is, in fact, identical to Equation (2.5).
Figure 2.4 Typical phase diagram for the Kaldor model with fast adjustment

speed. Asymprotically G approaches o* (0%**) if 0, < o** (G, > 0%¥)

oA

a¥f

Q*<O.* ® or**

Equations (2.10), (2.11a) and (2.12)-(2.13) can now be combined with the
financial Equations (2.1)-(2.3), and the resulting, reduced-form, dynamic
system can be writien

F= T(F o) (2.15)
& = Mo [g(0,F, T(F,na)) - k(o)) — g(0.F, T(F,no)) (2.16)

The properties of this system depend on the functional forms and, in accordance
with the earlier discussion of non-linearities, it is assumed that the financial
variables F and T enter the investment function in a linear way and that T is
linear in both F and ©.

T=A¢-BF (2.2b)

HK=¢(c)+bF+cT (2.5b)
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Figure 2.5 Saving and investment functions for the Kaldor—Minsky model
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Following Kaldor, however, it is assumed that investment is an s-shaped
function of & for any given values of F and T, i.e. that ¢ is s-shaped. Non-lin-
earities in the saving function of the kind envisaged by Kaldor would not
change the qualitative analysis, and the linear specification in Equation (2.4)
is adopted. Figure 2.5 illustrates these assumptions.

With these special assumptions, Equations (2.1), (2.2b}, (2.3),(2.4), (2.5b)
and (2.12)-(2.13) imply that Equations (2.15)-(2.16) take the form

F=T=AG-BF (2.152)

G=Mo[o(0)+bF+cT-50]-0@)-bF-cT (2.16a)
=AG E.AQ +(b—cBF +(cA-5)0] -0(0)-(b—cBYF—cAG

Figure 2.6 & = O curves for the Kaldor-Minsky model
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For ‘large’ values?’ of the adjustment parameter A the assumed s-shape of ¢(.)
and the existence — for intermediate values of F — of three equilibria with /= §
imply that the G = 0 locus has the shapes indicated in Figures 2.6a and 2.6b for
b —cB > () and b —cB < O respectively.

Superimposing the positively sloped F =0 locus on 2.63, it is readily seen
that when & — ¢B > () the economy either converges to an equilibrium (F*, 6¥)
or exhibits unbounded divergence. Multiple equilibria may exist and the
asymptotic behaviour may thus depend on initial conditions, but there are no
cyclical tendencies in this case. Figure 2.7a depicts the possible scenarios.

When b — cB < 0, however, persistent cyclical movements become possible.
In this case there is either one or three equilibria as shown in Figure 2.7b. The
possibility of limit cycles arises when there is a unique equilibrium and when
this equilibrium is located on the upward sloping part of the G =0 locus as in
Figure 2.7biii. A high adjustment speed for output makes this equilibrium
locally asymptotically unstable, and relatively weak conditions will ensure the
boundedness of all trajectories. The Poincaré-Bendixson Theorem then implies
the existence of a limit cycle.

An extreme case with A, — oo is illustrated in Figure 2.8. The output capital
ratio becomes a ‘fast’ variable and starting from an arbitrary point, A, the

economy jumps (almost) vertically onto the & =0 locus. The dynamics of the.

‘slow’ variable, F, takes the economy up along the & = 0 locus until, at point
C, a “catastrophe’ occurs and the economy jumps to point . Fragility is now
increasing and the system moves down along the upper arm of the 6 = 0 locus.
At E there is a new ‘catastrophe’ when the economy tumbles over the cliff hitting
B on the low arm of the locus. Perpetual cycles along BCDE now ensue.

The economic intuition behind the results is straightforward, If fragility had
been constant there would have been convergence to steady growth as in the
simple Kaldor model: depending on the value of F and the initial rate of uti-
lization, the economy would converge to a point on one of the downwards sloping
segments of the & =0 locus in Figure 2.8, Along these segments, however, fragility
is non-constant. At an equilibrium north-west of E there is a high degree of tran-
quillity (profitability is good relative to the level of financial commitments), and
agents are lured into more risky financial practices: there is a movement down
towards the critical point E. Analogously, equilibria south-east of C are char-
acterized by financial trouble {profitability is low relative to commitments) and
agents are led to adopt more cautious practices, that is move towards point C.

The augmented Kaldor-Minsky model may thus generate endogenous cycles,
and these cycles are caused by the interaction between the investment behaviour
and the financial structure. The non-linearities are located exclusively in the
real side of the model and relate to observable variables (the accumulation rate
and the rate of capital utilization), but the simple non-linear Kaldor model

Figure 2.7
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Dynamics in the Kaldor-Minsky model
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Figure 2.7 Dynamics in the Kaldor—Minsky model continued
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Figure 2.8 ‘Catastrophes’ and perpetual cycles in the Kaldor-Minsky model

generates a one-dimensional differential equation which exhibits convergence
to steady growth; the cycles therefore arise out of the interaction with the
financial variables. Minsky’s hypothesis concerning a dynamic relation between
changes in fragility and the level of tranquillity increases the dimension of the
reduced form dynamic system, and this increase allows cyclical fluctuations to
emerge.

Minsky’s argument appears to have been substantiated. But it should be
noted that cycles is only one possible outcome of the Kaldor-Minsky model.
The conditions for cycles may not seem unreasonable, but they are not really
compelling either. Minsky’s verbal argument as well as the existence of upper
limits on the output capital ratio suggest that increasing fragility, uitimately,
cannot be offset by improved utilization: at least from some point, an increase
in fragility will affect tranquillity adversely, even when derived effects on
investment are taken into account,2® With a linear specification of the functional
relation between T and F this implies that b — ¢B in Equation (2.16a) must be
negative, and the noncyclical cases in Figure 2.7a can be excluded. But it is
difficult to see convincing arguments in favour of the cyclical configuration in

Figure 2.7biii rather than the non-cyclical possibilities in 2.7bi and 2.7bii.*”

SECTION 6: CONCLUDING COMMENTS

Minsky’s ‘financial instability hypothesis’ suggests that steady growth is unat-
tainable in a capitalist market economy: the interaction between financial factors
and long-term investment makes the system prone to crises and generates an
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irregular pattern of fluctuations. In this paper T have tried to formalize Minsky’s
basic argument by adding financial considerations to standard macroeconomic
models.

It has been shown that under certain conditions these extended models may
indeed yield fluctuations of the kind suggested by Minsky. Financial factors
may destabilize an otherwise stable system and produce cycles or, int some cases,
a complete breakdown of the economy. In this sense the analysis supports
some of Minsky’s claims. But the analysis and the simplifications that were needed
to make it tractable also raise a number of questions.

The use of hybrid financial variables like fragility and tranquillity has already
been discussed, and despite all problems I believe that this formalization does
capture Minsky’s argument. But should one attempt to formalize a theory that
relies on such vague and nebulous terms? Does it make sense to set up precise
and rigorous models to describe the evolution of the degree of financial fragility?
Many economists undoubtedly would give negative answers (o these questions.
In my view they are wrong.

There are two aspects to consider. One may reject Minsky’s own analysis of
the financial instability hypothesis on the grounds that measurement problems
make concepts like fragility and tranquillity too imprecise. This argument,
however, would be tantamount to a rejection of most, if not all, attempts to ask
broad questions about the evolution of the economy. The use of vague and abstract
concepts cannot be eschewed if one wants to address such issues. Secondly,
one may be willing to engage in this kind of investigation, but question the
usefulness of formal modelling. The analysis of financial instability in the
present paper demonstrates the falsity of this position: it is not just defensible
but in many cases essential to employ techniques of formal modelling.

Without formalization it is virtually impossible to check the logic of Minsky’s
argument: the implications of the interaction between financial and real factors
depend on the specification of the dynamic structure, the functional forms and
the parameter values, aspects which just cannot be adequately considered
without formalization. The very sensitivity of our results to variations in the
assumptions is a powerful argument in favour of, rather than against, formal
modelling. It is also, of course, a reminder that formal modelling can never be
sufficient. The specification of a model must be guided by historical and insti-
tutional information as well as statistical analysis.

Leaving aside the methodological issues surrounding the definition of the
financial variables, the models demonstrate that cycles may result from the inter-
action between real and financial elements. But this result clearly does not imply
that the models provide a good explanation of fluctuations in the real economy.

One may question, firstly, the appropriateness of those non-financial models
which have been used as starting points for the analysis. It has been assumed
that without the introduction of financial elements the real side of the economy
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would be stable. This assumption appears to be in accordance with Minsky’s
argument (see Crotty, 1990) but other approaches would dispute the stability
of the real side: a Harrodian perspective, for instance, would emphasize desta-
bilizing accelerator effects and Marxists may point to the destabilizing dynamics
of distributional conflict. For present purposes, however, it is sufficient to note
that the specification of the real side of the economy also shapes the conclu-
sions and that this specification can be questioned.

Secondly, and perhaps more importantly, the models in this paper present a
highly selective picture, leaving out many features that contribute significantly
to the observed patterns of fluctuation. The absence of spatial elements (open
economy issues) and of a public sector represent obvious simplifications but,
from a theoretical perspective, the omission of labour market considerations seems
more questionable. Even as a first approximation it wouid seem unwise for an
explanation of cyclical fluctuations to exclude the influence of labour market
conditions and, in particular, the strengthening of workers vis-2-vis capital at
near full employment. This influence is central to Marxian theory {Goodwin,
1967, is the classic formalization), it can be combined with Keynesian questions
of effective demand (Skott, 1989, 1989a, 1992) and mainstream economic
theory views the natural rate of unemployment (or NAIRU) as the centre around
which fluctuations may take place. Other influences apart from the labour
market have been emphasized by Bowles et al. (1986) as well as by the French
regulation school and neo-Schumpeterian writers.

Ideally these different forces should be analysed together since the interac-
tion between the mechanisms makes it invalid to suppose that the results of partial
models can be simply added together. But the integration of different theories
and mechanisms within a common framework presents formidable technical
difficulties. This paper has therefore focused on a particular mechanism, but
the restrictiveness of the implicit exclusion or separability assumptions should
be borne in mind in the interpretation of the results. The medels in this paper
should not be seen as direct attempts ai explaining the observed pattern of cyclical
fluctuations in existing capitalist economies. Rather, they represent an effort
to examine the logic of Minsky’s theory of fluctuations as the consequence of
systemic financial fragility.

NOTES

1. Recent discussions of short termism and the possible advantages of Japanese or German insti-
tutions include Cosh, Hughes and Singh (1990} and Mayer (1988). See Auerbach and Skott
(1992) for a discussion of these issues in a broader context of corporate planning.

2. See Crotty (1985) for a discussion of the role of financial factors in Marx's theory of crisis and
Wolfson {1986) for a broader survey of financial theories of fluctuations in economic activity.

3. See e.g. Minsky (1964, 1975, 1977, 1982, 1986).
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An upturn, a resolution of the crisis, is not even assured; a prolonged crisis may lead to fun-
damental changes in the economic system.

See Auerbach (1989, chapter 7), Auverbach and Skott (1992) and Skott (1994) for further
discussion of these issues.

. There also appears to be some ambiguity in Minsky's work with respect to the average peri-

odicity of the cycles, The changes in financial fragility are sometimes described as following
a long wave pattern while elsewhere a short-run trade cycle is implied.

Early contributions based on accelerator-multiplier models (Minsky, 1957, 1959) do not seem
to capture the argument.

- See also Lavoie (1986/87), Semmler (1987), Semmler and Franke {1991), Delli Gatti and Gallegati

(1990) and Sethi (1992). Otherrecent work on the cyclical interaction of real and financial factors
includes Jarsutic (1989), Skott (1989, chapter 7) and Dutt (1992).
Taylor and O’Connell base their model on the dynamic interaction between two variables, the
interest rate and the ‘state of confidence’. The latter variable is defined as the difference
between the expected future return on capital and the current profit rate, and it is assumed that
the change in confidence depends inversely on the current level of the interest rate. The
rationale of this assumption is not clear, and it scems strange that expected profitability should
evolve without any feedback from realized outcomes. If, for instance, the interest rate were
maintained at a constant, low level then profit expectations would be ever-increasing and with
a constant profit rate, expectations would diverge further and further from actual cutcomes.
The choice of the interest rate as a key variable can also be questioned. Exegetical support
for the use of interest rates to deseribe the financial environment can be found in Minsky's
work (e.g. Minsky, 1986, p.2[4) but movements in interest rates would seem to be a poor indicator
of those multi-dimensional changes in financial practices and institutions which Minsky himself
has described in great detail.
Skott (1994) considers the hybrid financial variables ‘laxity’ and ‘trouble’. Financial faxity cor-
responds to fragility in the present paper and financial trouble is inversely related to tranquiility.
The change of terminology may clarify the links with Minsky’s analysis.

Formalizations of Minsky's work which focus on orthodox economic variables can in many
cases be seen as special cases of this general framework. Taylor and O’Connell (1985), for
instance, use ‘the interest rate” and the *state of confidence’ as their key financial variables and
assume that changes in confidence depend inversely on the interest rate. Their confidence variable
corresponds to fragility (fragile financial arrangements are based on *confident’ forecasts) while
the rate of interest acts as an (inverse) indicator of tranquillity. But there are radical differences
in the way these financial variables are linked to the rest of the model,

Wolfson does not use the term tranquillity but his general concept of ‘financial instability’ is
inversely related to our definition of tranquillity.

If firms rather than households are the main source of instability then F might therefore be
measured as

F=iBI(r*K)

where i, B and X denote the interest rate, the level of debt and the capital stock and where r*
represents the normal profit rate: the rate of profit that will be achieved if demand conditions
allow firms to get a normal mark-up on a level of output corresponding to normal capacity uti-
lization.

An analogous measure of tranquillity — indicating the actual ability to meet contractval oblig-
ations — may be given by

T=T{BhrK);T'<C

where ~ is the actual profit rate.

Underlying this specification is some distributional or probabilistic assumption. The average
profit rate and degree of fragility hide a diversity of individual experience. This dispersion around
the mean is not modelled explicitly, and impficitly it is therefore assumed that the average outcome
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is & sufficient statistic for the proportion of agents who are unable to fulfil their obligations
and hence for the degree of tranquillity.

15. In the present model utilization, employment and household income move together in the short
term. Equation (2.2) therefore may also capture the influence of the household sector on
financial tranquillity.

16. The financial variables may also influence saving. This complication of the model wonld not
affect the results significantly, and it has therefore been omitted,

17. But see Skott (1989, chapter 4) for a critical discussion of this procedure.

18. This linear specification excludes the possibility of a sign reversal of gpas o or Tchanges. The
non-linearity suggested by the example in Appendix A would strengthen the argument (below)
for strict concavity of the relation between F,, and F, f

19. The standard stability assumption in Keynesian short-run models is that dS/d¥ > dli/dY or, in
the present model, & > a + cA. It is assumed that this condition is satisfied.

20. Neither ‘tranquillity’ nor *fragility’ possesses a clear and well-defined unit of measurement,
but this does not imply that the functional form of fis undetermined and that it can be chosen
arbitrarily: units of measurement have already been chosen through the specification of equation
(2.5a). This equation relates the observable value of the accumulation rate to the values of F
and 7, and the functional form of the equation and the size of the parameters thus implicitly
define cardinal measures of both Fand T.

21. For F-values below B/2C this quadratic specification violates the sign assumption in Equation
(2.2) on the partial derivative of T with respect to F. The quadratic specification therefore pre-
supposes that the relevant range of F-values is above this critical value.

22. Condition (i) combined with the existence of two stationary solutions and the concavity of the
Jf-function ensures the existence of the global maximum, Fo™

23. See Baumol and Benhabib (1989) for a discussion of chaotic systems with economic
applications,

24. The non-linearities suggested by Kaldor imply that 0 < 6* < oo but other specifications may
entail the possibility of cumulative divergence, i.e. 6* = e or g% = 0),

25. The focus in standard macroeconomics on short-run equilibeia implicitly relies on a very high
adjustment speed: it is assumed that the adjustment towards equilibrium is so fast that changes
in the capital stock can be ignored. This standard assumption implies that A is likely to be ‘large’
in the required sense. If A fails to satisfy this condition, the & = 0 1ocus will be monotonic and
the wnigue equilibrium will be either a saddlepoint or a stable node/focus. See Skott (1989,
chapter 6) or Skott (1989a) for a more detailed analysis of the implication of the standard approach
for the output adjustment speed.

26. This argument would be reinforced by the possible sign reversal of 8

27. It should be noted, though, that the asymptotically stable equilibria in Figures 2.7bi and, 2.7bii
may show damped fluctuations; these equilibria can be either nodes or focuses.
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APPENDIX A

For simplicity, assume that there are only two sources of finance, retained
earnings and bank loans, and that a constant price level makes it unnecessary
to distinguish between nominal and real values. Firms’ financing constraint is
then given by

I=TI-iB-D+B (2.A1)

where I is investment, IT total profits, B the existing debt, B the net change in
debt (new loan finance), i the interest rate and I the amount of dividends. Dividing
through by K, the financing constraint (2.1) can be rewritten

g =7c—iB/K —~d+BIK B (2.A2)

where d = D/K is the ratio of dividends to the value of the capital stock.

Tn addition to this accounting constraint firms may face limits on the amount
of bank borrowing they can obtain, and this credit constraint may take the form
of quantity rationing rather than variations in interest rates (e.g. Stiglitz and Weiss,
1981). To simplify, it is assumed that the interest rate is kept constant and that
banks set their credit ceilings in terms of a maximum ratio of debt to capital,
B/K. With constant values of i, T and 0%, there is a one-to-one correspondence
between B/K and iB/mo* K, and the ceiling could therefore be expressed, alter-
natively, as an upper limit on the ratio of interest payments to normal profits,
i.e. it represents a limit on fragility as defined in endnote 12.

If F denotes the credit ceiling, the constraint can be written

BIKsF (2.A3)

but the ceiling does not remain constant over time. Bankers revise their views
on prudent behaviour in the light of experience: high default rates lead to a
downwards revision while low default rates encourage a relaxation of lending
practices. Assuming that default rates depend on the average ratio of interest
payments to actual profits, the evolution of F thus depends on (the simple, endnote
12 definition of) tranquillity

F=T (2.A4)

Firms make their investment and finance decisions subject to the constraints
(Al)—(A4), and the analysis is particularly simple if it is assumed that only the
rate of accumulation and the ratio of dividends to capital enter the objective
function V,
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V=V(gd);V,>0, V,>0! (2.A5)

In this case it will always be optimal for firms to increase their bank loans, and
the bank-imposed credit ceiling will be binding. This implies that the constraints
can be simplified. Using (2.A3) and (2.A4), Equation (2.A2) can be rewritten

g=no—iF—d+F (F+g) (2.A6)
or
(i-Fg+d=nc—-iF+T (2.A7)
The maximization of (2.A5) subject to (2.A7) implies that
g=8(c.FT) (2.A8)
and if g and d are ‘normal’ goods, it is readily seen that
85>0,8,>0 (2.A9)

An increase in F, on the other hand, has substitution effects (favouring a shift
from d to g) as well as income effects which will be positive (negative) if g >
i (g < i). The sign of g therefore depends on the initial values of (5.F,T), and
for a given F

> () for ‘high’ values of cand T .
gr (2.A10)
< Q for ‘low’ values of cand T

If V(g,d) is Cobb~Douglas, for instance,
V=gPd-P (2.A11)

then the optimal solution is

1. A positive derivative V, may be rationalized by a managerial concern with growth rather than
profitability. Alternatively, managers who aim to maximize profits may be constrained by
shortages of finance from reaching what they consider the most profitable growth path, thus leaving

v, positive in the relevant range.

A management preference for high dividends may appear paradoxical. It is often assumed that
managers prefer retained eamings over dividends, but in so far as the desire for retained earnings
is derived from the growth objective this standard assumption is irrelevant for the partial
derivative. If shareholders favour high dividends and if managers’ job security depends on the
goodwill of shareholders then ¥ wiil be positive.
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g=pnoc—iF+ /(- Fy=pi[(no+ TYi - Fli(1-F) (2.A12)
and
gp = 0for o+T =21 (2.A13)

If the movements in fragility are bounded then the average value of T= F will
be zero, and the long-run viability of capitalism requires that the profit rate exceeds
the interest rate (at least on average). One would therefore expect g to be positive
in ‘normal times’, but the sign may be reversed in periods of crisis (when G
and/or T are low).

So far it has been assumed that V only depends on g and d, but the objective
function is likely to include additional arguments. High utilization rates (a
shortage of capital capacity) will strengthen the growth objective, and tranquillity
may also exert a direct and positive influence on ‘animal spirits’.

These effects, however, would merely reinforce the conclusions in (2.A9)
that g, >0 and g, > 0 and leave the results for g unchanged.

A direct influence of indebtedness on managerial ‘utility’ may also seem
reasonable. As long as the bank-imposed constraint remains binding, this
extension of the analysis need not affect the conclusions, and it should be noted
that a binding loan constraint may be compatible with the existence of unused
lines of credit. Firms may need a cushion of liquidity, and this cushion must be
subtracted from the total loan ceiling to get the amount that is available to finance
investment. The analysis, furthermore, does not require that il firms are con-
strained; it is sufficient that some (non-negligible) proportion of firms face a
binding constraint.




Long waves and short cycles in a model of endogenous
financial fragility

Abstract

This paper presents a stock-flow consistent macroeconomic model in which fi-
nancial fragility in firm and household sectors evolves endogenously through
the interaction between real and financial sectors. Changes in firms’ and house-
holds’ financial practices produce long waves. The Hopf bifurcation theorem is
applied to clarify the conditions for the existence of limit cycles, and simula-
tions illustrate stable limit cycles. The long waves are characterized by periodic
economic crises following long expansions. Short cycles, generated by the inter-
action between effective demand and labor market dynamics, fluctuate around

the long waves.
Key words. cycles, long waves, financial fragility, stock-flow consistency

JEL classification. E12, E32, E44

1. Introduction

Financial crisis hit the U.S and world economy in 2008. Giant financial
institutions have collapsed. Stock markets have tumbled, and exchange rates are
in turmoil. Governments and central banks around the world have responded
by implementing bailout plans for troubled financial institutions and cutting
interest rates to contain the financial panic, and expansionary fiscal packages are
being pushed through to prop up aggregate demand. Hyman Minsky’s Financial
Instability Hypothesis offers an interesting perspective on these developments,
which came after a long period of financial deregulation, rapid securitization
and the development of a range of new financial instruments and markets."

According to Minsky’s financial instability hypothesis, a capitalist economy

cannot lead to a sustained full employment equilibrium and serious business

IWray (2008), Cynamon and Fazzari (2008) and Crotty (2009), among others, provide per-
spectives on how shaky are the foundations of these ‘sophisticated’ developments in financial
markets.
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cycles are unavoidable due to the unstable nature of capitalist finance (Min-
sky, 1986, 173). An initially robust financial system is endogenously turned
into a fragile system as a prolonged period of good years induces firms and
bankers to take riskier financial practices. During expansions, an investment
boom generates a profit boom but this induces investors and banks to adopt
more speculative financial arrangements. This is typically reflected in rising
debt finance, which eventually turns out to be unsustainable because the rising
debt changes cash flow relations and leads to various types of financial dis-
tress. Minsky suggests that this kind of endogenous change in financial fragility
can generate debt-driven long expansions followed by deep depressions (Minsky
1964, 1995). In Minsky’s theory of long waves, short cycles fluctuate around the
long waves produced by endogenous changes in financial structure. Thus, the
distinction between short cycles and long waves is an important characteristic
of Minsky’s cycle theory.

In spite of difficulties inherent in the formalization of Minsky’s theories,
Minsky’s financial instability hypothesis has inspired a number of researchers to
model the dynamic interaction between real and financial sectors. Taylor and
O’Connell (1985), Foley (1986), Semmler (1987), Jarsulic (1989), Delli Gatti
and Gallegati (1990), Skott (1994), Dutt (1995), Keen (1995) and Flaschel et
al. (1998, Ch.12) are early contributions. Recent studies include Setterfield
(2004), Nasica and Raybaut (2005), Lima and Meirelles (2007), and Fazzari et
al. (2008).

This paper presents a stock-flow consistent model where firms’ and house-
holds’ financial practices evolve endogenously through the interaction between
real and financial sectors. The interaction between changes in firms’ and house-
holds’ financial practices produces long waves. The resulting long waves are
characterized by periodic economic crises following long expansions. Short cy-
cles, generated by the interaction between effective demand and labor market
dynamics, fluctuate around the long waves.

Compared to the previous literature, this paper has three distinct features:

First, the model in this paper is stock-flow consistent.? Financial stocks
are explicitly introduced and their implications for income and financial flows
are carefully modeled. In particular, unlike the previous studies listed above,

capital gains from holding stocks are not assumed away and enter the definition

2See Skott (1981), Godley and Cripps (1983) and Taylor (1985) for early introductions of
explicit stock-flow relations in a post-Keynesian / structuralist context. Simulation exercises
based on the stock-flow consistent framework have been flourishing since Lavoie and Godley
(2001-2).



of the rate of return on equity. The rate of return on equity defined in this
way provides a basis of households’ portfolio decision. Firms’ and households’
financial decisions jointly determine stock prices and the rate of return on equity
in equilibrium. Thus, stock markets receive a careful treatment in this model
and play a central role in producing cycles.

Second, this paper pays attention to both firms’ and households’ financial
decisions. Minsky’s own account of financial instability tends to privilege the
firm sector as a source of fragility.> Most previous studies follow this tradition
and tend to neglect the role of households’ financial decisions in creating insta-
bility and cycles. Some of the previous studies, including Taylor and O’Connell
(1985), Delli Gatti and Gallegati (1990), and Flaschel et al. (1998, Ch.12), do
not suffer from this kind of limitation but analyze households’ portfolio decision
as well. However, their neglect of the role of capital gains in households’ portfo-
lio decision makes it difficult to analyze the implication of households’ financial
decisions and stock market behavior for instability and cycles. In contrast to
these models, the model in this paper analyzes both households’ and firms’
financial decisions. Capital gains and stock markets are considered explicitly
in a stock-flow consistent framework. The interactions between households and
firms turn out to be critical to the behavior of the system. The model consists of
two subsystems: firms’ debt dynamics and households’ portfolio dynamics. One
interesting result of our analysis is that two stable subsystems can be combined
to produce instability and cycles in the whole system (See section 3). Thus,
the resulting instability and cycles are genuinely attributed to the interaction
between sectors rather than characteristics of one particular sector.

Lastly, existing Minskian models do not distinguish long waves from short
cycles and the periodicity of cycles in those models is ambiguous. Our model
is explicit in this matter. It produces two distinct cycles: long waves and short
cycles. Long waves are produced by the interaction between firms’ and house-
holds’ financial decisions, while short cycles are generated by the interaction
between effective demand and labor market dynamics. The key idea underlying
Minsky’s financial instability hypothesis is that firms’, bankers’, and house-
holds’ financial practices change endogenously. In the real world characterized
by complexity and uncertainty, agents’ financial practices are largely affected

by norms and conventions, which include borrowing and lending standards as

3Minsky’s neglect of the household sector is explained by his observation that “[H]ousehold
debt-financing of consumption is almost always hedge financing.” (1982, p. 32) This position,
however, has been challenged by some Minskian explanations of the sub-prime mortgage crisis.
(e.g. Wray(2008) and Kregel (2008))



well as portfolio investors’ attitude to risks and uncertainty. Changes in these
norms and conventions take time and tend to exhibit inertia. The long-term
trend in these elements would not be greatly disturbed by ups and downs dur-
ing a course of short-run business cycles.* Thus we interpret Minsky’s financial
instability hypothesis as a basis of long waves rather than a theory of short
run business cycles.® Some of Minsky’s own writings support our interpreta-
tion. For instance, Minsky argues that (i) “The more severe depressions of
history occur after a period of good economic performance, with only minor
cycles disturbing a generally expanding economy.” (Minsky, 1995, p.85); (ii) the
“mechanism which has generated the long swings centers around the cumulative
changes in financial variables that take place over the long-swing expansions and
contractions.” (Minsky, 1964).

To the best of our knowledge, our model is the first to integrate an analysis
of Minskian long waves with that of short cycles.

The analysis of the implications of financial behavior for instability and cy-
cles in this paper complements a previous study on financialization and finance-
led growth in Skott and Ryoo (2008) where the emphasis is on the effects of
changes in financial behavior on long-run steady growth path with little atten-
tion to questions of stability and fluctuations.

The rest of the paper is structured as follows. Section 2 sets up a stock-
flow consistent model. Section 3 analyzes how the interaction between firms’
and households’ financial practices produces long waves. Section 4 briefly in-
troduces a model of short cycles into the current context. Section 5 combines
our model of long waves with the short-cycle model and provides simulation
results. Section 6 examines some alternative specifications. Section 7, finally,

offers some concluding remarks.

2. Model

This section presents a model. Firms make decisions concerning accumula-
tion, financing, and pricing/output; households make consumption and portfolio

decisions; banks accept deposits and make loans. It is assumed that there are

4 As pointed out by a referee, ‘financial behaviour in Minsky is clearly based on borrowing
and lending norms, and norms (like all institutions) are relatively inert and hence slow to
evolve. On this basis, it is surely more plausible to think that the drama of the financial
instability hypothesis is more likely to play itself out over the course of a long wave rather
than a single business cycle.’

5Tt is surprising that Minsky’s theory of long waves has received little attention not only by
mainstream but also by heterodox economists. Palley (2009) recently called for understanding
Minsky’s theory through the lens of long term swings.



only two types of financial assets - equity and bank deposits - and banks are the
only financial institution. It is assumed that the available labor force grows at

a constant rate® and long run growth is constrained by the availability of labor.

2.1. Firms
2.1.1. The finance constraint

Firms have three sources of funds in our framework: profits, new issue of
equity and debt finance. Using these funds, firms make investments in real

capital, pay out dividends and make interest payments. Algebraically,
pl + Div+iM =11+ N + M (1)

where I, II, Div, M, and N are real gross investment, gross profits, dividends,
bank loans and the number of shares, respectively. Bank loans carry the nominal
interest rate (7). p represents the price of investment goods as well as the general
price of output in this one-sector model. All shares are assumed to have the
same price v.”

We assume that firms’ dividend payout is determined as a constant fraction
of profits net of depreciation and real interest payments. The dividend payout
rate is denoted as 1 — sy and, consequently, s; represents firms’ retention rate.
Thus, we have

Div=(1-sy)II - dpK —rM) (2)

where K and § are real capital stock and the rate of depreciation of real capital.
r represents the real interest rate, r = i — p, where p is the inflation rate. Lavoie
and Godley (2001-2002) and Dos Santos and Zezza (2007), among others, use the
specifications similar to (2) regarding firms’ retention policy. The real interest
rate, rather than, the norminal rate, enters in the specification of dividend
payments, (2). Using the real interest rate in equation (2) may be justified if
firms treat the capital gain on existing debt from inflation (= pM) as a source
of profit.® Apart from the plausibility of this justification, specification (2)
helps our analysis avoid possible complications due to the effect of inflation.
Equation (2), in conjunction with the assumption of exogenous real interest

rate (see section 2.2 below), makes dividend payments unaffected by a change

6We assume that there is no technical progress but the model can easily accommodate
Harrod neutral technical progress

7A dot over a variable refers to a time derivative (¢ = dy/dt).

8This interpretation is provided by an anonymous referee.



in the inflation rate. This kind of inflation neutrality ceases to hold if the real
interest rate is replaced by the nominal rate in (2).°

New equity issue can be represented by the growth of the number of shares
(N ) or by the share of investment financed by new issues denoted as z. Skott
(1989) and Foley and Taylor (2004) use the former and Lavoie and Godley
(2001-2002) the latter. Two measures, however, are related to each other in
the following manner. It should be noted that = (and N ) is not treated as a

constant parameter in this paper.
vNN = xpl (3)
Substituting (2) into (1), we get
pl — 0pK = s;(T1 — 6pK — rM) + vNN + M(M — p) (4)

Scaling by the value of capital stock (pK), we have!®

K =g=s¢(ruoc — 06 —rm)+ x(g+9) + m+ gm (5)
where 7, u, and m are the profit share (7 = pLY)7 the utilization rate (v =
YLF, Yr is full capacity output) and the debt-capital ratio (m = pMK) The

technical output/capital ratio, o (= YYF), is assumed to be fixed. Equation (5)

has a straightforward interpretation: firms’ investment (g) is financed by three
sources: retained earnings, sy(muc — § — rm), new equity issue, z(g + J) and
bank loans, m + gm. Given this finance constraint, firms’ financial behavior is
characterized by s¢, x (or N ) and m. Most theories treat the rates of firms’
retention and equity issue as parameters and debt finance as an accommodating
variable (Skott 1989, Lavoie and Godley 2001-2002 and Dos Santos and Zezza
2007). This paper assumes that the retention rate (ss) is exogenous as in the
above literature but both the rate of equity issue (z or N ) and the leverage
ratio m are endogenous. However, our way of treating equity finance and debt
finance is not symmetric.

Debt finance evolves through endogenous changes in firms’ and banks’ finan-

cial practices which are directly influenced by the relationship between firms’

9Tn Fazzari et al.(2008), inflation plays a crucial role in generating a turning point of a
cycle: an investment boom leads to tightening labor market and increasing wage inflation.
The resulting price inflation raises the nominal interest rate, given the assumption that the
real rate is fixed. The increase in the nominal rate squeezes firms’ cash flow, which constrains
firms’ investment. Thus the inflation-cash flow-investment nexus is the key element of their
money non-neutrality result.

10Equation (5) is obtained by dividing equation (4) by pK and then applying equation (3)
and some definitions (% —-d=g, pLK = 7uo, pMK =m, and M —p=m+ R')



profitability and leverage ratio (see section 2.1.2 below). With debt finance de-
termined in this way, equity finance (x) serves as a buffer in the sense that once
the other sources of finance — the retention and debt finance policies — and
investment plans are determined, equity issues fill the gap between the funds
needed for the investment plans and the funds available from retained earnings
and bank loans. In this regard, equity finance is seen as a residual of firms’
financing constraint.

Formally, for a given set of parameters sy, o, § and r, the trajectories of
endogenous variables g, 7, u, m and m determine the required ratio of equity
finance to gross investment:

g—sf(muc — 8§ —rm) —m — gm

v g+ (6)

Our assumption that x is a residual suggests that firms cannot control the
share of investment financed by equity issues. In the present model, the tra-
jectory of x is determined by a number of parameters including those describ-
ing household consumption/portfolio behavior and banks’ loan supply decision.
Firms’ desire to issue or buy back equities inconsistent with the trajectory of x
implied by the underlying parameters will be frustrated in the equity market.

Our assumption regarding equity finance implies that x is treated as a fast
variable in our dynamical system, while the other methods of finance are mod-
eled as an exogenous variable (sy) or a state variable (m). As Figure 1 shows,
in the U.S., the share of investment financed by equity issues - x - has substan-
tially changed over time. The movement in the ratio appears to be very flexible.
This was even more prominent when there were significant stock buybacks, i.e.
the rate of net issue of equity was negative (x < 0). For instance, the share of
fixed investment financed by equity issues was nearly zero in 1982 but reached
-42% in 1985. It then bounced back to a positive rate, 4.3% in 1991, and hit
the historical low, -71.5% in 2007. Firms have extensively used stock buybacks
as a distributional mechanism since the 1980s, which, in our opinion, tends to

increase the flexibility of movements in the equity finance variable.
[Figure 1 about here]

Increasing stock buybacks, in parallel to the reduction in the retention rate
in the past decades, have received growing attention in the so-called financial-
ization literature. Many studies on this issue have suggested that there have
been structural changes in firms’ management and financial strategy in favor

of shareholders. Most formal analyses of this subject have examined steady



state implications of changes in firms’ retention and equity finance policies, as-
suming these changes in the policies can be represented by parametric shifts in
the corresponding exogenous variables (sy or x).!' Our specification of equity
finance as an endogenous variable provides another interesting interpretation of
increasing stock buybacks. Equation (9) shows that increases in profitability
(muc — 6 — rm) and debt finance (1h 4+ gm) reduce the value of z, since they
tend to relax firms’ budget constraints, other things equal. Given this relation,
the observed shareholder value oriented management such as increasing stock
buybacks may be a consequence of a prolonged period of a debt driven profit
boom. The present model, in fact, produces a result in which a long upswing
driven by rising firms’ debt finance and a stock market boom is accompanied
by a substantial decline in z.

There appears to be no reason to believe that the retention rate sy remains
constant over time. The retention rate has gradually changed in the U.S. econ-
omy. It was 75% in 1952 and had increased until it reached 88% in 1979. The
retention rate has fallen to about 70% in the past three decades (Skott and
Ryoo, 2008). This gradual pattern of the changes in the retention rate over
the long period may be best captured by modeling sy as a state variable along
with other key state variables such as firm debt ratio and household portfolio
composition. For instance, firms’ profit-interest ratio, the key determinant of
firms’ liability structure (see section 2.1.2), may also affect firms’ desired re-
tention rate by changing their perception of the margin of safety. Thus firms’
high profitability relative to payment commitments may motivate them not
only to raise debt finance but also to pay out more dividends to shareholders.!'?
These kinds of laxer financial practices induced by strong profitability tend to
stimulate aggregate demand and may contribute to the mechanism of a long
expansion because an increase in dividend income tend to raise consumption
through its direct effect on household income as well as its indirect effect on
household stock market wealth.'® In this setting, the two key developments

1See Skott and Ryoo (2008) for the related literature and a critical analysis of macroeco-
nomic implications of these developments.

12This line of reasoning can be formalized as the following dynamic equation: sy =
P (s’} (£Z) fo) where ¢’(-) > 0, ¥(0) = 0 and S;'(-) < 0. s%(-) is the desired reten-
tion rate. This equation represents the sluggish adjustment of firms’ retention policy. The
present model, along with this dynamic equation, can generate the paths of sy and = declining
during a long expansion (our simulation results are available upon request).

13Minsky acknowledged this kind of mechanism in the following remark: “During a run of
good times, the well-being of share owners improves because dividends to share ownership
increases and share prices rise to reflect both the higher earnings and optimistic prospects.
The rise in stockholder’s wealth leads to increased consumption by dividend receivers, which



associated with financialization, falling sy and z, represent merely a phase of a
long cycle of endogenous changes in financial practices, as briefly suggested in
Skott and Ryoo (2008). Although the endogeneity of the retention rate would
produce interesting results, we leave out this extension for the future research.

sy will be assumed to be constant throughout this paper.

2.1.2. Endogenous changes in firms’ liability structure

Endogenous changes in firms’ liability structure, which are captured by
changes in firms’ debt-capital ratio (m), are central in this paper, and a Min-
skian perspective suggests that the debt-capital ratio evolves according to sus-
tained changes in firms’ profitability relative to their payment obligations on
debt. Changes in profitability that are perceived as highly temporary have only
limited effects on desired leverage. I, therefore, distinguish cyclical movements
in profitability from the trend in average profitability and assume that changes
in liability structure are determined by the trend of profitability.!*

The perception of strong profitability relative to payment commitments dur-
ing good years, Minsky argues, induces bankers and businessmen to adopt riskier
financial practices which typically results in increases in the leverage ratio. Fol-
lowing Minsky’s idea (Minsky, 1982, 1986), we assume that changes in the ratio
of profit to debt service commitments drive changes in the debt structure. For-
mally, )

. T /
sz(%>; 7()>0 (7)

where pr represents the trend rate of profit'®and 7 is an increasing function.
During a period of good years when the level of profit is sufficiently high com-
pared to interest payment obligations, firms’ and bankers’ optimism, reinforced
by their success, tends to make them adopt riskier financial arrangements which
involve higher leverage ratios. Moreover, a high profit level compared to debt
servicing is typically associated with a low probability of default which helps
bankers maintain their optimism. The opposite is true when the ratio of profit to
interest payments is low. Firms’ failure to repay debt obligations - defaults and
bankruptcies in the firm sector - put financial institutions linked to those firms
in trouble as well. This situation, which is often manifested in a system-wide

credit crunch, tends to force firms and bankers to reduce firms’ indebtedness.

leads to a further rise in profits. This relation between profits and consumption financed by
profit income is one factor making for upward instability.” (Minsky, 1986, 152)

14See section 3.1 for more discussion.

15 A definition of the trend rate of profit will be provided in section 3.



2.1.8. Accumulation

In general, capital accumulation is affected by several factors including prof-
itability, utilization, Tobin’s g, the level of internal cash flows, the real interest
rates and the debt ratio, but there is no consensus among theorists concerning
the sensitivity of firms’ accumulation behavior to changes in the various argu-
ments. This paper follows a Harrodian perspective in which capacity utilization
has foremost importance in firms’ accumulation behavior (Harrod, 1939). The
perspective assumes that firms have a desired rate of utilization. In the short
run, the actual rate of utilization may deviate from the desired rate since firms’
demand expectations are not always met and capital stocks slowly adjust. If
the actual rate exceeds the desired rate, firms will accelerate accumulation to
increase their productive capacity and if the actual rate is smaller than the de-
sired rate, they will slow down accumulation to reduce the undesired reserve of
excess productive capacity. However, in the long run, it is not reasonable to as-
sume that the actual rate can persistently deviate from the desired rate because
capital stocks can flexibly adjust to maintain the desired rate. This perspective
naturally distinguishes the short-run accumulation function from the long-run

accumulation function.®

[Figure 2 about here]

A simple version of the long-run accumulation function can be written as
u=u" (8)

where u* is an exogenously given desired rate of utilization. (8) represents the
idea that in the long run, the utilization rate must be at what firms want it to
be and capital accumulation is perfectly elastic so as to maintain the desired
rate. The strict exogeneity of the desired rate in (8) may exaggerate reality
but tries to capture mild variations of the utilization rate in the long-run. For
instance, Figure 2 (a) and (b) plot the rate of capacity utilization in the U.S. for
the industrial sector and the manufacturing sector, respectively. The Hodrick-
Prescott filtered series (dotted lines) are added to capture the long-run variations
in the utilization rate. The figures show that the degree of capacity utilization
is subject to significant short-run variations but exhibits only mild variations
around 80% in the long-run.

In this paper, we use the long run accumulation function (8) to analyze long

waves: as long as we are interested in cycles over a fairly long period of time,

16This Harrodian perspective is elaborated in Skott (1989, 2008a, 2008b) in greater detail.

10



the assumption that the actual utilization rate is on average at the desired rate
is a reasonable approximation.

Note that the long run accumulation function (8) leaves the growth rate of
capital, g, undetermined. The long-run average of g, however, will be approxi-
mately equal to the natural rate of growth, n, if the economy fluctuates around
a steady growth path with a constant employment rate. As section 4 will show,
the system of short cycles in the present model indeed produces the fluctuations
of g around n. Thus in the analysis of long waves, g is approximated by its
long run average n and the anlaysis of short cycles in section 4 will provide a
justification of this procedure,

In the analysis of short cycles, u = v* will not be a reasonable assumption
any longer and it will be replaced by a short-run accumulation function (see

section 4).

2.2. Banks

It should be noted that equation (7) represents both bankers’ and firms’
financial practices. In other words, equation (7) is a reduced form of bank-firm
interactions!” regarding the determination of firms’ liability structure. Thus
bankers play important roles in shaping firms’ financial structure in this model.

Banks’ role in the determination of firms’ debt structure has system-wide
implications as well. For a given profit-interest ratio, equation (7) determines
the trajectory of the debt-capital ratio m. At any moment, the amount of loans
supplied to firms will be M = mpK. It is assumed that neither households nor
firms hold cash, the loan and deposit rates are equal and there are no costs
involved in banking. With these assumptions, the amount of loans to the firm

sector must equal the total deposits of the household sector.
M=M" (9)

where M ¥ represents households’ deposit holdings. Thus deposits are generated
endogenously through banks’ loan making process. Deposits created in this way
affect households’ wealth, thereby changing the level of effective demand (See
section 2.3 below).

17Banks and firms may map the profit-interest ratio to the debt ratio in a different manner.
For instance, banks’ willingness to lend, on the one hand, may be captured by mp = 75 (f—fn)
where 75 (-) > 0 and i g represents changes in firms’ leverage allowed by bankers. Firms’ loan
demand, on the other hand, may be represented by g = 7p (%) where 7(-) > 0 and mhp
refers to changes in firms’ leverage implied by firms’ loan demand. If the actual movement of
the debt-capital ratio is assumed to be a non-decreasing function of 75(:) and 7 (), the 7(-)
function can be defined as m =T (75 (fTTn) TR (%)) =T (f—f;l) with Ty > 0and T > 0. A
special case is obtained if the T-function is chosen as a lower envelope of 75(+) and 7p(:).
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Banks’ adjustment of the volume of loan supply during the course of cycles
may have implications for their pricing behavior regarding interest rates. For
instance, banks may have a tendency to raise loan interest rates as increases
in the volume of loans raise the probability of default risks. At the same time,
financial innovations may offset this tendency by making the supply of finance
more elastic.!® This consideration is likely more important in the long run than
in the short run. Monetary authority’s responses add more complications to
these developments. Its concern about inflation may or may not be dominated
by the development of its own euphoric expectations.

Precise modeling of banks’ pricing behavior, however, is beyond the scope of
this paper. For the sake of simplicity, we assume that banks effectively control
the real interest rate r. While the actual movements of interest rates are affected
by financial market conditions as well as various institutional changes and policy
responses, the assumption of perfectly elastic loan supply at a given interest rate
appears to fit well with the focus of this paper on the endogenous adjustment

of the size of bank balance sheet especially in the longer run.

2.3. Households

Households receive wage income, dividends in return for their stock holdings
and interest income. Thus, household real disposable income denoted as Y is
given as: YH = %‘”MH,

Households hold stocks and deposits and household wealth is denoted as
NWH_ where NWH = W. Although the possibility of negative M
cannot be excluded,'® this paper only concerns the case in which M# turns out
to be positive. In other words, the household sector as a whole is in a net credit
position against the rest of the economy. This does not exclude the possibility in
which some households are in a debtor position, but any such debt is assumed
to be netted out for the household sector as a whole.?"

Based on their income and wealth, households make consumption and port-

folio decisions. We adopt a conventional specification of consumption function.

18 “During periods of tranquil expansion, profit-seeking financial institutions invent and
reinvent “new” forms of money, substitutes for money in portfolios, and financial techniques
for various types of activity: financial innovation is a characteristic of our economy in good
times.” (Minsky, 1986, 178)

191n this case, the absolute value of M* represents households’ net indebtedness against
the rest of the economy.

205 introduce the implications of household debt, the model may have to be extended to
allow heterogeneity among households.
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(e.g. Ando and Modigliani, 1963)
C=CYH NWH);, Cyu >0 ,Cywr >0 (10)

For simplification, we assume that the function takes a linear form. We then

have, after normalizing by capital stock and simple manipulations,

%:cl[ua—6—sf(7rua—5—rm)]+62q (11)

where uo — ¢ — sg(muoc — § — rm) is household income scaled by capital stock
and Tobin’s q captures household wealth. ¢; and ¢y are household propensities
to consume out of income and wealth. Note that the expression of household
income, uo — § — sy(muoc — § — rm), implies that an increase in interest raises
household income, other things equal. A dollar of interest increases household
income by the same amount directly but decreases dividend income indirectly
by 100 x (1 — sy) cents since it decreases firms’ net profits. The net effect will
be an increase in household income by 100 x sy cents. If the real interest rate is
constant as in this paper, an increase in the debt ratio (m) tends to stimulate
consumption demand by raising household income.

In addition to consumption/saving decisions, households make portfolio de-
H
We assume that the composition of households’ portfolio is affected by their

cisions. We denote the equity-deposit ratio as a, where oo =

views on stock market performance. Applying a Minskian hypothesis to house-
hold behavior, it is assumed that during good years, households tend to hold a
greater proportion of financial assets in the form of riskier assets. In our two-
asset framework, equity represents a risky asset and deposits a safe asset. Thus,
a rise in fragility during good years is captured by a rise in . We introduce
a new variable z to represent the degree of households’ optimism about stock
markets. We can normalize the variable z so that z = 0 corresponds to the state
where households’ perception of tranquility is neutral and there is no change
in a. Given this framework, the evolution of « is determined by an increasing

function of z.
a=(¢(z); ¢(0)=0, ¢('(2)>0 (12)

The next question is what determines households’ views about stock markets, z.
It is natural to assume that household portfolio decisions, the division of their
wealth into stocks and deposits, will be affected by the difference between the
rates of return on stocks and deposits.

Our specification of the process in which households form their views on

stock markets emphasizes historical elements in financial markets. Thus, the
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past trajectories of rates of return on assets matter in the formation of z. In
addition to the history of rates of return, the history of household portfolio de-
cisions (a’s) may affect current households’ views on stock markets if current
household portfolio decisions are largely influenced by their habits and con-
ventions. As a crude approximation of this perception formation process, the

following exponential decay specification is introduced:

z= / exp [\t —v)|k (r) — 7, a,) dv (13)

— 00

where r¢ is the real rate of return on equity, ke = 5"~ > 0 and K, =
W < 0. In expression (13), & (rS —r,a,) represents the information

regarding the state of asset markets at time v. The higher the rate of return on
equity relative to the deposit rate of interest, the more optimistic households’
view on stock markets becomes (k,e > 0). However, other things equal, a
higher proportion of their financial wealth in the form of stock holdings (high
«) tempers the desire of further increases in equity holdings, i.e. ko < 0.
Information on asset markets at different times enters in the formation of
z with different weights. The term, exp [-A(t — V)], represents these weights,
implying that a more remote past receives a smaller weight in the formation of
households’ perception of tranquility. Thus, A may be seen as the rate of loss
of relevance or loss of memory of past events. The higher A\, the more quickly
eroded is the relevance of past events.?! 22

Differentiation of (14) with respect to t yields the following differential equa-

21 As pointed out by a referee, equation (13) implies that the weights on the history of «
are the same as those on r¢ — . This implicit assumption is not reasonable, but (13) can be
modified to allow different weights on the history of a and r¢ — r in an additively separable
form. This modification increases the dimension of the resulting dynamical system, making
the qualitative analysis more cumbersome. The author, however, found that with introducing
the different weights an even wider range of parameter values successfully generate the cyclical
pattern proposed in this paper. This result is not surprising because the dimension of the
parameter set increases along with the change in the specification.

221f the history of a does not matter for household portfolio decisions, (12) and (13) may
be modified as follows:

a=((a" —a) (12a)

t
ot = [ expl-At =Rl —r)dv (132)

where 7/(-) > 0 and a* is the desired equity-deposit ratio. (13a) tells us that households’
desired portfolio is determined by the trajectory of the difference between the rates of return
on equity and deposit. This desired ratio may not be instantaneously attained so that the
adjustment of the actual to the desired ratio takes time. (12a) represents this kind of lagged
adjustment of the actual equity-deposit ratio toward the desired ratio. In spite of different
interpretations, the two specifications, (12)-(13) and (12a)-(13a), are qualitatively similar. To
see this, let z = a* — a. Then 2 = &* — &. Differentiating (13a) with respect to t, we have
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tion:
2=k(r®—ra)— Az (14)

Two dynamic equations (12) and (14), along with the equation describing the
evolution of firms’ liability structure, (7), are essential building blocks for our
model of long waves. To proceed, we need to see how the rate of return on
equity, r¢, is determined. r€ is defined as follows:

Div+T (1 —s;)(Il —6pK —rM) + (0 — p)uN¥
’UNH o ’UNH

7,6

(15)

where T is capital gains adjusted for inflation (I' = (9 — p)vN ).

The rate of return on equity is determined by stock market equilibrium.
Stock market equilibrium requires that the number of shares supplied by firms
equals that of shares held by households, N = N which implies N =N"in
terms of the change in the number of shares. Firms issue new shares whenever
retained earnings and bank loans fall short of the funds needed to carry their

investment plans. Thus firms’ finance constraint (1) implies that:
N:%W+DWHM—H—M} (16)
Simple algebra shows that capital gains can be expressed as follows:
[= (0 —pwN? = (a4 +m+ K)oNT —yNH (17)

(a+m+ K JuNH represents the total increase in the real value of stock market
wealth?® but some of the increase is attributed to the increase in the number
of shares (= vN*). To get the measure of capital gains, the latter should be
deducted from the total increase.

Using N = N substituting (16) in (17) and plugging this result in (15),
we get the new expression for r¢:

I —iM + M + (& +m + K)oNT — pI

€= 18
r 'UNH ( )
a* = k(r) — Aa* = k(r®) — M« + 2). Therefore, we can rewrite (12a) and (13a) to:
b6=c(2) (12b)
z2=FR(r°%) —Aa—((z) — Az (14a)

With (12b)-(14a), the qualitative analysis of the existence of a limit cycle is more complicated
than the case in the main text. To guarantee the existence of a limit cycle by way of the Hopf
bifurcation, more assumptions about the higher order derivatives of the underlying functions
are required.

23Note that 6 +m + K =9+ N — p.
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Normalizing by pK, we get the expression for ¢ as a function of 7, u, m, m, «

and a:

e 77u0—5—7°m+(1+ac;r)1[m+mg)]+dm—g (19)

re(w,u,g,m,a,m,d) (20)

Substituting this expression in the dynamic equation (14), we have:
Z=k[ré(mu,g,m,a,m,&) —r,al — Az (21)

(21) shows that households’ views of tranquility are affected by a number of
variables and the relationship is complex. We consider several cases according

to the property of (21) in section 3.

2.4. Goods market equilibrium

The equilibrium condition for the goods market is that % + % = %, and

the definition of ¢ implies that ¢ = (1 + a)m. Using these expressions, the

equilibrium condition for the goods market can be written as:

ciluc — 6 —sp(muoc —6 —rm)] + c2(l+a)m+g+6 =uo (22)
We take the profit share (7) as endogenous and the equilibrium value of 7w can
be found for given values of u, g, m and a. Explicitly, we have:

o g— (1 —ci1)(uoc —6) +ca(l+a)m+cis¢(d +rm) (23)
c1Spuc

= 7(u,g,m,q) (24)

As u, g, m and « evolve over time, the profit share changes as well. The Har-
rodian investment function adopted in this paper emphasizes a high sensitivity
of investment to changes in the utilization rate. Specifically, it assumes that
investment is more sensitive than saving to variations in the utilization rate.
This Harrodian assumption has an implication for the effect of changes in uti-
lization on profitability: utilization has a positive effect on the profit share and
the magnitude will be quantitatively large.2* The large effect of changes in uti-
lization on the profit share plays an important role in generating short cycles.

(See section 4)

%—(1—c1)a—clsfﬂ'u

> 0.

247t % > (1—c1)o+cispmo = M‘g{f{), then g—z =

c1sfuc
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It is also readily seen that changes in the debt ratio and the equity-deposit
ratio positively affect the profit share. Increases in the debt ratio or the equity-
deposit ratio raise consumption demand though changes in disposable income
or wealth, thereby increasing the profit share.?®

2.5. Summary of the system of long waves

The model contains a number of behavioral relations. It may be useful to
summarize the key equations. The system of long waves is a three dimensional
dynamical system (7), (12) and (14), which consists of three state variables,
m (firms’ liability structure: the debt-capital ratio), « (household portfolio
composition: the equity-deposit ratio) and z (households’ confidence in stock

markets).
m=r (L), 7()>0 (7)
a=((z), (>0 (13)
2=K(r"—ra) — Az, Kre>0; Ko <0 (15)

As long as the other two endogenous variables, pr (the trend rate of cor-
porate profitability) and r¢ (the rate of return on equity), are determined as a
function of the state variables, the above dynamical system is closed.

Goods market equilibrium determines the current rate of profit as a function
of u, m, and «. The trend rate of profit, pr, is determined as a function of m
and « after adding the long run accumulation function u = u* (See section 3.1

below). pr is increasing in m and «.

pr = pr(m,a); pr, >0, pry, >0 (24A)
The rate of return on equity is determined by stock markets.

r® =ré(w(u,n,m,a),u",n,m,a,m,d&) (20A)
where (20) is evaluated at u = u* and g = n. The rate of return on equity
responds to various arguments and its behavior appears to be complex. In any
case, for any given values of m, «, and z, ¢ is determined.

25 9n _ c1sfrtea(l+a) S 0and 27 — _c2m
m c1sfuc da c1sfuc

>0
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3. Long Waves

This section shows how endogenous changes in firms’ and households’ finan-
cial practices generate long waves. Our model of long waves consists of two
subsystems: one describes changes in firms’ liability structure and the other
specifies changes in households’ portfolio composition. Section 3.1 analyzes the
evolution of firms’ liability structure, assuming households’ portfolio composi-
tion is frozen. Section 3.2 examines households’ portfolio dynamics, given the
assumption that firms’ liability structure does not change. Section 3.3 combines
two subsystems and shows how long waves emerge from the interaction between

two subsystems.

3.1. Long-Run Debt Dynamics

This section analyzes the long-run evolution of firms’ debt structure. For

convenience, we reproduce equation (7).
m=rT (p—T) where 7'(-) >0 (7)
rm

Regarding the shape of 7 in (7), Minsky’s discussion suggests that the prosper-
ity during tranquil years tends to induce firms and bankers to gradually raise
the leverage ratio; the rise in the leverage ratio, however, cannot be sustained
because it worsens the profit/interest relation. Minsky points out that the fi-
nancial system is prone to crises as the ratio of profit to interest traverses a
critical level (Minsky, 1995). The resulting systemic crisis may prompt a rapid
de-leveraging process. To capture this idea, we assume that 7/(-) takes relatively
small positive values within a narrow bound when £Z is above a threshold level
(good years), whereas it takes relatively large negative values when £Z- is be-
low the threshold level (bad years). When falling profit/interest ratio passes
through the threshold level, 1 sharply falls reflecting a rapid de-leveraging pro-
cess. Thus, 7/(-) is likely to be very large when £Z = 7-1(0). Figure 3 reflects

this assumption.
[Figure 3 about here]

As briefly discussed in section 2.1.2, we use the trend rate of profit pr as
a basis of the evolution of firms’ liability structure. Behind equation (7) is the
idea that firms’ liability structure evolves endogenously over time and that the
key determinant of the evolution is firms’ and banks’ perception of tranquility.
The level of firms’ profit relative to payment commitments on liabilities is an

indicator of firms’ performance and solvency status. Movements of the profit
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rate in general include both trend and cyclical components. It seems reasonable
to assume that the long-run evolution of firms’ liability structure is primarily
determined by the trend of the profit rate rather than the current profit rate.26

The driving force of the short-run cyclical movements in the current profit
rate is changes in capacity utilization while the desired rate, u*, provides a
good approximation of the long-run average of actual rates of utilization. Thus
setting the utilization rate at the desired rate, the short-run cyclical component
in the profit rate is effectively eliminated. In addition, the long-run average of
g can be approximated by n if the growth rate of capital fluctuates around the

natural rate. We then have:

pr = w(u',n,m,a)u*o
on—(1—c)(utoc—6)+ co(1+ a)ym+ c15¢(0 4 rm) (25)
C1Sf

The trend rate of profit defined as (25) depends positively on the debt-capital
ratio m and the equity-deposit ratio v (22Z > 0 and aa% > 0). The profit-

om
interest ratio, the key determinant of the liability structure, is written as

pr _n—(1-c)(u'oc—=0)+c(l+a)m+cisp(d+rm) (26)
rm c18grm

(26) implies that for a given value of «, the profit-interest ratio is uniquely de-
termined by the debt-capital ratio m. Note that an increase in m raises the
numerator (profits) as well as the denominator (interest payments) of this ratio.
Minsky’s implicit assumption that a rising debt ratio causes the profit-interest
ratio to deteriorate is satisfied only if the numerator rises slowly relative to the
denominator as m increases. Formally, the latter condition requires %’% < L
the level of profits generated by a marginal increase in debt, due to the expan-
sionary effect on aggregate demand of debt, falls short of the current profit-debt
ratio. In our linear specification of consumption function, this condition will
hold if the ‘autonomous’ component of profits - the part of profits which is in-
dependent of variations in m - is positive.2” Thus Minsky’s implicit assumption

is met if a sufficient level of demand, which is not entirely explained by the

26This perspective is in line with Minsky’s statement that “[T]he inherited debt reflects
the history of the economy, which includes a period in the not too distant past in which the
economy did not do well. Acceptable liability structures are based on some margin of safety
so that expected cash flows, even in periods when the economy is not doing well, will cover
contractual debt payments” (Minsky, 1982, 65).

27This proposition in the linear case can be generalized to any consumption function that
is homogenous of degree one with respect to household income and wealth. If consumption
function violates this homogeneity assumption, then the positiveness of ‘autonomous’ profits
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positive effect of debt on demand, exists so that firms can make positive profits
even when m = 0.2% In the present model, the condition can be written in terms
of parameters:

n—(1—-c)(u"oc—9)+cisp6 >0 (27)

Condition (27) may or may not be satisfied for plausible parameter values.?

For instance, if household marginal propensity consume c; is relatively low,
the inequality in (2) can be reversed. However, we will assume that condition
(27) holds in order to keep track of the dynamic implications of the Minsky’s
assumption of the inverse relationship between the profit-interest ratio and the
debt ratio.30

Using (7) and (26), rn can be written as a function of m and a.

=F(m,a)

(28)
(28), along with the condition (27), implies that for any value of «, (i) F is

I (I—c1)(u*o—0) +ca(l +a)m+cisp(6 +rm)
B cisprm

decreasing in m, (ii) there exists a unique value of the debt ratio m*(«) such that
if m = m*(«), rh = 0, and (iii) m*(«) depends positively on a, i.e. m*'(«) > 0.
By setting m to zero and solving for m, we obtain the algebraic expression for
m*():

n—(1—-c)(u*c—308)+ciss6
[771(0) — 1]essyr — co(1 + @)

m*(a) = (29)

It is straightforward from properties (i), (ii) and (iii) that (assuming « con-
stant) our dynamic specification of Minsky’s financial instability hypothesis im-
plies that firms’ debt structure monotonically converges to a stable fixed point
m*. The intuition is simple. When the actual debt ratio (m) is lower than
m*(«), the corresponding profit-interest ratio is greater than the threshold level

at which the debt ratio does not change. This will induce firms to raise the

does not guarantee the inverse relationship between m and f—:;. In particular, if the expan-
sionary effect of the debt ratio on profitability is excessively strong at a high level of m due
to the strong nonlinearity of consumption function, then the increase in m may increase the
profit-interest ratio.

28The case in which m = 0 is just hypothetical especially in the present model where the
existence of debt is the basis of endogenous money creation. m = 0 amounts to the assumption
of non-monetary economy in the present context.

29To illustrate, suppose that n = 0.03, v* = 0.8, o = 0.5, § = 0.1 and sy = 0.75. Given
these parameter values, condition (27) requires that ¢; > 0.72, which may or may not be met
in practice.

30The implications of the violation of (27) are relatively lucid. For a given value of a, the
debt ratio will increase or decrease forever depending on the initial condition. The adjustment
of a tends to amplify this kind of unstable dynamics, which most likely yields exploding
trajectories.

20



debt ratio. The same kind of event will happen as long as m < m*(«): m will
eventually converge to m*(«). The opposite will happen when the debt ratio is
greater than the critical level (m > m*(a)).

Given assumption (28), a stable dynamics is inevitable in a one-dimensional
continuous time framework. Moving from a continuous to a discrete time frame-
work may change the picture so that firms’ debt dynamics alone can produce
long-run cyclical movements. In this paper, however, we explore another av-
enue toward long waves by integrating firms’ debt dynamics into households’

portfolio dynamics.

8.2. Household Portfolio Dynamics

The other subsystem of our model of long waves, which describes households’

portfolio dynamics, consists of two dynamic equations:

& =((2) (12)
2=kr(r°—r,a)— Az (14)

Analogously to the analysis of firms’ debt dynamics, we are interested in the
long-run evolution of household portfolio decisions and, to simplify the analysis
we abstract from the effect of short-run variations in capacity utilization. The

rate of return on equity evaluated at u = u* equals

pr(m,a) — 6 —rm+ (1 + a)[F(m,a) + mn] + {(2)m —n

s = 30

5 2k (30)
Given this expression for ¢, equation (14) becomes

2 =K (1y=u —1a) — Az = G(m, «, 2) (31)

(12), (28), and (31) constitute a three-dimensional dynamical system. To better
understand the mechanics of this three dimensional system, let us take a look
at the subsystem (12) and (31), assuming that m is fixed. By differentiating
(31) with respect to « and z, the effects of « and z on 2 are given by:

37’6 <

Ga = Fdre% + Ko ; 0 (32)
are ! <
Gzzﬁrea—)\:ﬁreg_)\io (33)

The effect of changes in « on z, G, in (32), is decomposed into two parts. First,

changes in « affect the rate of return on equity, which influences households’
ore

. e . .
views on stock markets, Kge %La. The effect of an increase in « on r¢, G-,

can
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be negative or positive in the steady state. Second, an increase in « mitigates
the desire for further increases in equity holdings (ko < 0). Thus, the overall
effect depends on the precise magnitude of these two effects.

The effect of z on 2 is also unclear. On the one hand, an increase in house-
holds’ optimism about stock markets accelerates stock holdings, which raises
capital gains and the rate of return on equity. The increase in r¢ reinforces
their optimism (HTE%L: > 0). On the other hand, the degree of optimism will
erode at a speed of A, holding 7 and « constant. Thus, the net effect is am-
biguous.

Let JH be the Jacobian matrix evaluated at the fixed point of (12) and (31).
The ambiguity of the signs of G, and G, yields four cases. Table 1 summarizes
it.

Table 1: Classifying Fixed Points

G, <0 G:>0
G. <0 Case I  Stable Case II  Unstable
o Tr(JH) < 0 and Det(JH) > 0 Tr(JH) > 0 and Det(JH) > 0
G >0 Case III Saddle Case IV Saddle
o Tr(JH) < 0 and Det(JH) < 0 Tr(JH) > 0 and Det(JH) < 0

A locally stable steady state in the subsystem is obtained when G, and G,
are both negative (Case I). In this case, A is large relative to ke %%:, and Kpe %L;
is negative or, if positive, relatively small compared to the absolute value of .
Thus, to get a locally stable steady state for households’ portfolio dynamics,
the positive effect of changes in « and z on z via the rate of return on equity
needs to remain relatively small in the neighborhood of the steady state.

Moving from Case I, as A gets smaller than n,,e% (G, > 0), keeping the
condition G, < 0, the steady state becomes locally unstable, yielding Case II.
In this case, a high optimism further boosts households’ optimistic views on
stock markets, creating destabilizing forces. The locally unstable steady state,
along with nonlinearities of (12) and (31), can produce limit cycles as long as
A is not too small. Thus, in this case, households’ portfolio dynamics alone can
generate persistent long waves.

If Go > 0, ie. Kpe %L; is larger than |k|, then the fixed point of the house-
holds’ portfolio dynamics becomes a saddle point, regardless of the sign of G,
(Case ITI and IV). In both Case IIT and IV, a high level of equity holdings creates
increasing optimism (G, > 0), making the steady state a saddle point. How-
ever, Case IV is distinguished from Case III because it is an exceptional case:
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it turns out that the destabilizing force in Case IV is too strong to produce a
limit cycle for the three dimensional full system ((12), (28), and (31)), whereas,
in all other three cases I, II, and III, an appropriate choice of parameter values
can produce a limit cycle for the full system. The next section analyzes the full

system of long waves.

8.8. Full Dynamics: Long Waves

We now put together firms’ debt and households’ portfolio dynamics and
obtain the following three dimensional dynamical system:

m = F(m, ) (28)
&= ((2) (13)
z2=G(m,aq,z2) (31)
Let us first consider the Jacobian matrix of the system evaluated in the steady
state.
F,, Fo 0 -+ 0
J=10 0 ¢|=10 0 + (34)
Gn Ga G, - +/- +/-

G, and G, are ambiguously signed but the partial derivative of G with respect
to m is likely to be negative:

G = Fire gim (35)
where
Opr
e o pr| + 1+ a)mF,, +n+46
or [8 } (36)

om am?
in the steady state. The sign of (36) may appear to be indeterminate: while
%’%m — pr is negative due to assumption (27) and (1 + a)mF,, is negative
since F,, < 0, n + § is positive. The discussion of the shape of 7(-) in section
3.1, however, suggests that F,, is large in magnitude at the steady state growth
path.! Thus, at the steady state, the negative terms in the numerator in (36)
dominate, and the rate of return on equity will decrease as firms’ indebtedness
increases in the neighborhood of the steady state. Thus, we have G, = Ky % <

0.

31Tf 7/(-) is large at £ = 771(0), the derivative of F(m,a) with respect to m is strongly
negative at m = m*(«), i.e. |Fp| is large. In a limiting case where the de-leveraging process
is instantaneous at m* (&), Fry — —o00.
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We are interested in the conditions under which the system exhibits limit cy-
cle behavior. As sections 3.1 and 3.2 showed, the specification of firms’ financial
decisions, (28), leads to asymptotically stable dynamics, whereas households’
portfolio dynamics ((12) and (31)) produces several cases in Table 1. Our ana-
lytic result suggests that if households’ portfolio dynamics are neither strongly
stabilizing nor strongly destabilizing, our baseline system of (12), (28) and (31)
tends to generate limit cycles. Our analysis of limit cycles is based on the Hopf
bifurcation theorem. The Hopf bifurcation occurs if the nature of the system
experiences the transition from stable fixed point to stable cycle as we gradually
change a parameter value of a dynamical system (Medio, 1992, section 2.7). we

32

will use A as the parameter for the analysis of bifurcation.?? Proposition 133

provides the main results of our analysis of long waves:

Proposition 1. Consider the three dimensional system of (11), (28) and (31)
and the Jacobian matriz (35) where the partial derivatives are taken at the steady
state values. Let

(|Fm|2 - C/Ga) — \/(|le2 — C/Ga)2 + 4C/|Fm||Gm|Foc <
2|Fy|

b 0

(I) (Case I and Case II) Suppose that G, < min{|Fm|,%}34 and

Gq < 0. Then a Hopf bifurcation occurs at X = A\* = Iire% + 19
As X falls passing through \*, the system with a stable steady state loses
its stability, giving rise to a limit cycle.

(I1) (Case III) Suppose that G, < 0 and 0 < G, < min{lFmClﬁ7 FTPLG’I"l }

Then a Hopf bifurcation occurs at A = \* = Ky %T: +b|. As X falls passing
through \*, the system with a stable steady state loses its stability, giving

rise to a limit cycle.

(III) (Case IV) Suppose that G, > 0 and G, > 0. Then the steady state is
unstable. There exists no limit cycle by way of Hopf bifurcation.

[Figure 4 about here]

32 is particularly useful for the analysis not only because it is of obvious behavioral im-
portance but also because it provides analytic tractability due to the fact that changes in A
do not affect steady state values.

33The proof of Proposition I is found in Appendix A but the proof is concerned about only
the existence of a limit cycle. The computation of the coefficient that shows whether the
limit cycle is stable is very complicated and hard to interpret. Therefore, we extensively use
simulation exercises to observe the stability of cycles.

34Note that Case I automatically satisfies the second condition since G, < 0 in Case I.
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Part (I) in the proposition suggests that the existence of a limit cycle re-
quires at least three conditions: first, the mitigation effect of a high proportion
of equity holdings on increasing optimism (|k|) is sufficiently large so that

G, < 0%; second, households’ optimistic or pessimistic view of stock markets

is not excessively persistent (G, < min {|Fm|, Cll‘FG‘Tl }), third, the rate of loss
of relevance of past events () should not be too large (A < A*).36 The second
and third conditions imply that for the existence of a limit cycle, A should be

of appropriate magnitude:

ot
0z

"Gy ore
min{|Fm|,C|]L‘|'|} </\</~£rea—rz+|b| (37)

Rye

All of these conditions imply that to get a limit cycle, households’ portfolio
dynamics should be neither strongly stabilizing nor strongly destabilizing.

One interesting aspect of Part (I) in Proposition I is that the interaction
between two stable subsystems - firms’ debt and households’ portfolio dynamics
- can generate an unstable steady state and a limit cycle (Case I). Thus, in this
case, the source of the resulting long waves lies purely in the interaction between
both firm and household sectors. Figure 4 depicts the emergence of a limit cycle
in this case in a three dimensional space. Figure 5 shows the trajectories of the

debt-capital ratio and the equity-deposit ratio in this case.
[Figure 5 about here]

The debt-capital ratio and the equity-deposit ratio steadily increase during
a long boom.?” This expansion, however, is followed by a sharp fall in m and
a, which have significant negative impacts on effective demand and trigger an
abrupt downturn in the real sector (See section 4 below).

Part (I) also covers Case II where the subsystem of households’ portfolio
dynamics is unstable. As shown in 3.2, in Case II, portfolio dynamics alone
can create a limit cycle. Part (I) in the proposition suggests that the system
can still have a limit cycle when the portfolio dynamics is combined with firms’
debt dynamics. Then what is the implication of introducing the debt dynamics
into portfolio dynamics? The qualitative analysis does not tell much about

350r the positive effect of changes in o on 2z via its effect on the rate of return on equity
should not be too large.

36f X\ exceeds \*, then the system will be stabilized.

37The functions and parameter values for this simulation, which are also used for the sim-
ulation in section 5, are found in Appendix B. A sufficiently long period of time (from ¢t =0
to t = 30000) is taken in all simulation exercises in this paper.
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the answer to this question. Numerical experiments, however, provide a case
in which the amplitude and period of long waves get significantly larger as we
move from the 2D subsystem of portfolio dynamics to the full 3D system.

Part (II) in the proposition concerns Case III where the household portfolio
subsystem yields a saddle point steady state. Thus, this part of Proposition 1
shows how stabilizing debt dynamics and households’ portfolio dynamics with
saddle property are combined to produce a limit cycle. Not surprisingly, not
all saddle cases can generate a limit cycle. First, the destabilizing effect that
makes the fixed point in the 2D household subsystem saddle — the magnitude
of G, — should be mild: G, < min{%, F"“G"’"}. Second, G, should

[Fom
be negative. If it is positive (G, > 0), the condition for the saddle point,

G4 > 0, eliminates the possibility of the emergence of a limit cycle a la the Hopf
bifurcation. Proposition 1-(IIT) makes this point. Intuitively, if both G, > 0 and
G, > 0 (Case IV), the portfolio dynamics in the household sector is excessively
destabilizing in the sense that stabilizing forces in firms’ debt dynamics cannot

contain such a strong destabilizing effect.
[Figure 6 about here]

To understand the mechanism behind the long waves, it is illuminating to
compare the full system with the subsystem of debt dynamics. As seen in
section 3.1, with households’ portfolio composition («) fixed, the debt-capital
ratio (m) monotonically converges to its steady state value m*(«). The main
reason for this convergence was the inverse relation between m and £%: a rising
debt-capital ratio causes firms’ profit-interest ratio to deteriorate for any given
«a. However, once households’ portfolio composition evolves endogenously, this

kind of strict inverse relationship breaks down because changes in « also affect

PT
rm’

Figure 6 illustrates this point, where the horizontal dotted line represents
the threshold level (= 771(0)) of the profit-interest ratio that makes r zero. In
the area above the horizontal line, the debt-capital ratio increases and in the
area below the line, it decreases. With « held fixed, the movement along the
curve AB is not possible since for any given «, a rise in m is incompatible with
arise in 2%, However, increases in a fueled by households’ optimism during an
expansion have a positive effect on the profit-interest ratio by raising aggregate
demand. Thus, from A to B, the economy experiences increases in both o and

m.3® However, households’ optimistic views on stock markets eventually fade

38The positive effect of the rise in o on the profit-interest ratio dominates the negative effect
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as both m and « increase. As a result, the negative effect of a rise in the debt
ratio starts to be dominant at some point and the profit-interest ratio begins
falling (point B). Because the profit-interest ratio is still above the threshold
level, the debt ratio keeps increasing and the profit-interest ratio falls along
the curve BC. When the profit-interest ratio passes through point C, the debt-
capital ratio starts to fall. When the economy reaches point A, a new cycle

begins.
[Figure 7 about here]

Figure 7 depicts the same story from a slightly different angle. The solid
line plots a trajectory of the actual debt-capital ratio over time and the dotted
line a trajectory of the desired debt ratio (m* = m*(«) in (29)). For a given
value of a, the debt dynamics, (28), implies that the actual debt ratio m tends
to gravitate toward the desired ratio m*(«). However, when « changes, the
desired ratio becomes a moving target of the actual ratio. From this view, a
period of expansion (contraction) is the time when the actual ratio is below
(above) the desired ratio, i.e. m < m* (m > m*) and consequently the actual
debt ratio is increasing (decreasing). In words, a stock market boom (rising «)
tends to raise the tolerable level of the debt-capital ratio which the actual ratio
is chasing. When the relation between m and m* is reversed, a long downturn
begins (See point C in Figure 7). The endogeneity of the desired debt ratio (or
the acceptable liability structure) plays a pivotal role in Minsky’s explanation
of boom and bust cycles.

As Minsky put it, “[BJorrowing and lending take place on the basis of mar-
gins of safety.” (Minsky, 1982, 74) The ratio of gross profits to cash payment
obligations on debts is “the fundamental margin of safety.” The profit-interest
ratio, £ in the present model represents this fundamental margin of safety,
and the 7-function the relation between the liability structure and the margin
of safety. The nonlinearity of the 7-function plays a crucial role in producing
the asymmetric pattern of long waves. During good times, the economy oper-
ates to the right of 771(0) in Figure 3, where the debt ratio increases due to
the sufficient margin of safety. Slow increases in the debt ratio tend to erode
the margin of safety but the asset market boom more than offsets this negative
effect initially. Thus £Z increases and the economy moves further to the right.

T
Since m changes much more slowly in the region to the right of 771(0) than

of the rise in m and consequently the profit-interest ratio also increases during this period.
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to the left of it, the economy will stay in that region much longer than in the
other. As the stock market boom subsides and begins to fall, the margin of
safety starts to decline quickly since the stock market development reinforces
the negative effect of rising debt ratio on the margin of safety. As the margin
of safety is eroded and traverses the barrier given by 7-1(0), the systemic cri-
sis can occur along with a detrimental de-leveraging process. The asymmetric
shape of the 7-function represents this kind of rapid de-leveraging mechanism:
1 is very large when £Z < 771(0). The margin of safety would be recovered
quickly due to the sharp decline in m if the stock market condition remained
tranquil. The reality is that stock market crashes exacerbate the problem of
the malfunctioning banking system. It will take some time until the economy
reaches the turning point, bypassing the point of 771(0) from the left to the
right. Thus our 7 function shows how the fundemantal margin of safety and

firms’ liability structure interacts to creat a Minskian boom-bust cycle.

4. A Model of Short Cycles

The model of long waves in section 3.3 can be combined with a model of short
cycles. In our analysis of long waves, the degree of capacity utilization is set
at its long run average. However, when it comes to short cycles, the utilization
rate can deviate from the desired rate due to falsified demand expectations and
slow adjustment of capital stocks. Thus we introduce the following short-run

accumulation function:

K=g=¢(u—u"); ¢()>0, ¢0)=n (38)

The strong positive effect of utilization on accumulation in (38) embodies
the Harrodian accelerator principle. This specification of the short-run accumu-
lation as well as the long-run accumulation in (8) is clearly an oversimplification
since it leaves out other determinants of investment. For instance, it does not
capture the direct impact on accumulation of financial variables such as cash flow
and asset prices which are highly emphasized by Minsky (1975, 1982, 1986) and
Tobin (1969), as well as current New Keynesian economics (Fazzari et al.(1988)
and Bernanke, Gertler and Gilchrist (1996), among others).

The direct financial effects on investment play an important role in the exist-
ing Minskian models. For instance, Taylor and O’Connell (1985) assumes that
investment depends on the demand price of capital assets, following Minksy’s
two-price system approach. Delli Gatti and Gallegati (1990) and Fazzari et
al. (2008) both assume that investment depends on cash flow in a nonlinear
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way. Skott (1994) suggests that investment depends on hybrid variables such as
‘fragility’ and ‘tranquility’ which reflect financial conditions underlying invest-
ment decisions.

It is worth noting that the direct impact of financial variables on accumu-
lation, however, is not necessary to generate long waves in this paper. The
key mechanism leading to long waves in this model is the effect of financial
variables on aggregate demand. In the baseline model, this demand effect of
financial variables works primarily through households’ consumption demand.
However, equation (8) and (38) can be easily extended to accommodate the di-
rect effect of financial variables on investment without affecting major results of
this study, and one possible extension will be considered in section 6.2, where we
will show that the direct effect of financial variables on accumulation strengthens
our main results.

By plugging (38) into (23), we derive the profit share that ensures goods

market equilibrium, which depends positively on u, m, and «.

m=(

,m, @) (39)

u
+
Regarding firms’ pricing/output decisions, this paper adopts a Marshallian ap-
proach elaborated in Skott (1989). The Keynesian literature often assumes that
prices are sticky while output adjusts instantaneously and costlessly to absorb
demand shocks but the Marshallian approach assumes the opposite. Output
does not adjust instantaneously due to a production lag and substantial ad-
justment costs.?® In this framework, fast adjustments in prices and the profit
share establish product market equilibrium for a given level of output. In a
continuous-time setting, sluggish output adjustment can be approximated by
assuming that output is predetermined at each moment and that firms choose
the rate of growth of output, rather than the level of output. Then output
growth is determined by comparing the costs and benefits involved in the out-
put adjustment which in turn are determined by the labor market conditions

and the profit signal in the goods market, respectively. Thus we can formulate:

A

Y =h(m,e); hy >0, he <0 (40)

where e is the employment rate. A higher profitability induces firms to expand

output more rapidly whereas the tightened labor market gives firms negative

39For instance, increases in production and employment require substantial search, hiring
and training costs. Hiring or layout costs include not only explicit costs but also hidden costs
such as a deterioration in industrial relations and morale.
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incentives to expand production.?® Assuming a fixed-coefficient Leontief tech-

nology, Y = min{o K, vL}, the employment rate can be expressed as: e = YT/”,
where v is constant labor productivity and L is available labor force which

exponentially grows at a constant natural rate n. From this definition,

é=Y —n (41)

The definition of u yields:
=Y -K (42)

Putting together (38) - (42), we get the following system of short cycles.

4= h(n(y,m, a), e) — ¢(u —u’) (43)
é=h(r(u,m a),e)—n (44)

When m and « are fixed, the system of (43) and (44) exhibits essentially the
same dynamic properties as Skott (1989). As Skott shows, under plausible
assumptions, the system of (43) and (44) ensures the existence of a steady
growth equilibrium and the steady state is locally asymptotically unstable unless
the negative effect of employment on output expansion is implausibly large.
Once the boundedness of the trajectories is proved, the system (43) and (44)
will generate a limit cycle a la the Poincare-Bendixson theorem (See Skott 1989,
Appendix 6C for the proof).

For plausible values of parameters, the trajectory of g produced by (43) and
(44) fluctuates around the natural rate n. In addition, the path of the utilization
rate v fluctuates around the desired rate, u*.*! These aspects of the system of
short cycles deserve attention because they justify our use of u* and n as long-
run averages of v and g in the system of long waves, respectively, in section
3.

Harrod (1939) defines the warranted growth rate as the ratio of the average
saving rate to the desired capital-output ratio. In the present model, Harrod’s

warranted growth rate can be defined as % evaluated at u = u™:
_ S * * *
g = =u'oc—c[u'c—6—sp(mutoc — 6 —rm)| — caq (45)
u=u*

40For more details about the behavioral foundation of (39), see Skott (1989, Ch.4).

41This result, the fluctuations of u around u*, requires the calibration of the accumulation
function (38) so that ¢(0) = n. If ¢(0) # n, the fixed point of u would be different from
u* and w would oscillate around that value. This case, though logically possible, is hardly
interesting since the persistent deviations of the average value of u from u* would deprive the
desired rate of utilization (u*) of any economic content.
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(45) shows that the warranted growth rate depends on the profit share. Varia-
tions in the profit share make possible the adjustment of the warranted rate to
the natural rate. The adjustment of the employment rate, as implied by (44),
brings output growth in line with the natural rate.

5. Putting the pieces together: Long Waves and Short Cycles

This section puts all of the elements together in order to integrate long waves
with short cycles and presents our simulation results.*?> Our full model of long
waves and short cycles is a five dimensional dynamical system that consists of
(12), (28), (31), (43), and (44). We have seen that (11), (28), and (31) provide
a model of long waves, whereas (42) and (43) generate a mechanism of short

cycles. 43

[Figure 8 about here]

As seen in section 4, if m and « are fixed, (43) and (44) produce a limit
cycle under plausible conditions. It can be shown that the resulting limit cycle
exhibits a clockwise movement in e-u space, or alternatively, in e-m space. Fig-
ure 8 (a) presents an example of the limit cycle on the e-m space. The system of
(11), (28) and (31), however, generates long waves of the debt-capital ratio (m)
and the equity-deposit ratio («), which are represented in Figure 5. As m and «
change endogenously, the limit cycle in Figure 8 (a) breaks down and the clock-
wise movement of e and 7 spirals up to the northeast or down to the southwest,
depending on the direction of changes in m and «. Figure 8 (b) illustrates this.
The upward spiral from A to B represents a long expansion driven by increases
in the debt-capital ratio and the equity-deposit ratio, whereas the downward
spiral from B to A an economic downturn prompted by sharp decreases in m
and a.

[Figure 9 about here]

During each long expansion, the profit share exhibits a strong upward move-
ment with mild cyclical fluctuations around the trend (Figure 9 (a)). The similar

42Parameter values and functions used for this simulation are available in Appendix B. The
simulation in this section is based on Case I in Table 1. Simulation results in other cases are
available upon request.

43By using (25) as our definition of trend profitability based on u = u*, the system of long
waves becomes independent of that of short cycles, while the latter depends on the former.
Issues regarding the relation between long and short cycles will be discussed in section 6.1.
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pattern characterizes the movements in the profit rates (Figure 9 (b)). During
crises, the rate of profit net of depreciation and interest payment (muo —§—rm)
tumbles even to negative rates. Changes in the debt structure have large im-
pacts on the real sector performance through its effect on profitability. This
is prominently shown in the behavior of the employment rate (Figure 9 (c)).
Figure 9 (d) depicts a trajectory of the rate of return on equity. During long
booms, the rate of return on equity is strong and sound on average but during

crises, it suddenly drops to significantly negative rates.
[Figure 10 about here]

Figure 10 (b) shows the growth rate of output where the Hodrick-Prescott
filtered trend is added.** A financial sector induced crisis triggers a deep re-
cession in the real sector which is reflected in the negative growth rates during
periodic deep downturns. Capacity utilization and capital accumulation follow
the pattern similar to that of output growth(Figure 10 (a) and (c)). Figure
10 (d), finally, plots the ratio of consumption to household income. The series
follows the basic long waves/short cycles patten as shown in the profit share
and the employment rate but the movement in the consumption/income ratio

is noticeably smooth compared to other simulated series.*>

6. Alternative specifications

6.1. Direct effect of financial variables on investment

This subsection introduces the direct effect of financial variables on invest-
ment. In our Harrodian framework, this can be achieved by assuming desired
utilization depends on financial variables. Financial variables may affect firms’
desired capital stock by changing the cost of finance. Two financial variables
are of interest: Tobin’s ¢ and cash flow, denoted as ¢. An increase in ¢ tends
to reduce the cost of finance, thereby increasing firms’ desired capital stock.
This kind of traditional cost of capital channel may be captured by the inverse
relationship between desired utilization and ¢. In imperfect capital markets,

the level of cash flow may also affect the cost of finance because internal funds

44The filtered series is only for illustrative purpose since it simply smoothes the original
series and it does not adequately capture asymmetric features and structural breaks in the
original series.
45The long run behavior of consumption is closely related to the movement in house-
H H H H
hold net worth to income ratio: YLH = % =c1 +c2 N}% where N}% =
(1+a)m

uo—sy(muoc—5—rm)’
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are cheaper than external finance due to the existence of external finance pre-
mium or the financial accelerator (Bernanke, Gertler, and Gilchrist,1996). Thus
imperfect capital markets may yield the inverse relationship between desired uti-
lizatin and cash flow. Based on these considerations, the long-run accumulation
function (8) is rewritten as

ou* ou*
u=u"(g,c), u*5i<0, u*5i<0, (46)
c

and the short-run accumulation function (38) is correspondingly modified to

g=9¢ (u - u*(qvc)) ) d)/() >0, ¢(O) =n (47)

where ¢ = sy(muoc — 6 —rm) and ¢ = (1 + a)m.
Using equations, (11) and (48), the goods market equilibrium condition be-
comes:
cr(uc—d—c)+caq+d(u—u(g,c))+d =uo (48)

As long as |uf| # & ™ can be written as a function of u, m and a with the aid
of the implicit function theorem (Note that c¢ is a function of 7). In the new
short-run investment specification, the expression for the Harrodian assumption
- investment is more sensitive than saving to variations in the utilization rate -
is slightly modified to
o(/K)

, o(S/K)
SR~ ¢ (L [utlsymo) > (1= e)o 4 symo = S22

Changes in the actual rate of utilization directly affect accumulation through

(49)

the flexible accelerator mechanism. In addition, changes in actual utilization
influence accumulation indirectly because they change the level of cash flow,
which affect the desired utilization rate. The indirect effect reinforces the direct
effect. Assuming the Harrodian condition (50), it can be shown that if the effect
of cash flow on desired utilization is not too large, i.e. |u}| < %,46 the profit
share, 7, is increasing in u, m and a.

T =7n"(u,m,a), m, >0, 75 >0, 7 >0 (50)

Furthermore, the examination of the partial derivatives of m with respect

to its arguments reveals that the positive effects of u, m, and « on 7 are all

46This condition implies that saving is more sensitive than investment to variations in .
This condition is critical for the stability of (ultra) short-run product market equilibrium.
Apart from the stability issue, the violation of this condition produces an empirically implau-
sible result such as the profit share decreasing in capacity utilization.
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stronger in the new investment specification than in the case of the constant
rate of desired utilization. The main intuition for this result is that changes in
u, m, and a have additional demand effects since increases in these variables
tend to reduce desired utilization, thereby stimulating accumulation.
Trend profitability is obtained by substituting u = u*(g,c) into (49). We
then have:
cr(u(g,c)c =6 —c)+cag+n+ 6 =u"(g,c)o (51)

where ¢ = sy(ph — 6 —rm) and ¢ = (1 + a)m. If [u}| < (1_631)0,47 then the

trend rate of profit can be expressed as an increasing function of « and m:

pr = pr(Mm, @),  prm >0, prg >0 (52)

It can be shown that as in the short run case, the new specification of long-
run accumulation, (47), strengthens the expansionary effects of m and « on pr
in the original specification.

In this paper, the key characteristics of the trend rate of profit (25) and the
actual profit share (24) are their positive dependence on m and «. It has been
shown that these properties of these pr- and 7- functions remain unaffected by
introducing the direct effect of financial variables on firms’ accumulation be-
havior. Moreover, these expansionary effects get stronger as the direct financial
effects on investment are allowed.

Simulation results are qualitatively similar to the baseline model but the new
specification implies that desired capacity utilization gradually declines during
a long boom and suddenly jumps as a crisis hits the economy. Not surprisingly,
the deviation of the actual rate of utilization from the desired rate exhibits a
pattern similar to that in the case of the fixed rate of desired utilization.

6.2. Relation between long waves and short cycles

In section 5, long waves were strictly separated from short cycles because
trend profitability defined as (25) was not affected by changes in the actual
utilization rate. This formal separability should not disguise the important role
of short cycles in producing long waves. The long waves in the present model are
generated based on the assumption that v* and n provide a good approximation
of the long run averages of actual movements in utilization and accumulation.
This assumption can be justified only when the system of short cycles actually

produces the fluctuations of v and g around u* and n. The system of short

47 Assuming the Harrodian assumption holds in the case of constant desired utilization,

[u¥| < & implies |u}| <

c1
¢’ (1—cy)o "
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cycles in the present model does this job, thereby making firms’ and bankers’
long-term expectations consistent with the actual trajectories of the economy.
If the system of short cycles fails to produce the fluctuations of v and g around
u* and n, this consistency requirement will not be satisfied. In sum, the system
of short cycles is not subsidiary but it plays a pivotal role in providing firms and
bankers with an anchor of their long-term expectations of corporate profitability.

The assumption that trend profitability is not affected by acutal utilization,
however, appears to be strong. The formal separation of long waves from short
cycles ceases to hold once changes in the actual capacity utilization rate affect
trend profitability. Then the question is, how robust are the analytic results in
the previous sections once this strict separation is relaxed?

Any reasonable definition of trend profitability requires a conceptual distinc-
tion between the long run and the short run components of actual movements
in the profit rate. The actual profit rate is defined as p = 7(u, m, a)uoc where
the definition of m(u, m,a) is given in (23). The actual rate of profit is affected
by changes in financial practices (m or «) and changes in the utilization rate
(u). The approach taken in the earlier part of this paper treats changes in u as
entirely short-run cyclical factors while it considers changes in m and « as long-
run factors. This was the basis of the definition of trend profitability in equation
(25), but one may argue that changes in the utilization rate contain both trend
and cyclical components. For instance, suppose that the trend utilization rate,
denoted as ur, follows an averaging process given by (54).

ur = p(u —ur) (53)

where p represents the adjustment speed. This adjustment process yields an
alternative measure of trend profitability, (p4):

pa = m(up, m, a)uro (54)

The constant desired utilization rate (u*) is replaced by the trend utilization
rate (ug). If the long-run evolution of firms’ liability structure is determined by
p% rather than pr, then the system of long waves is no longer strictly separable
from that of short cycles because the actual utilization rate affects the trend
utilization rate, which in turn influences trend profitability in (55).

Analytic results depend on the value of y. Two polar cases of (54) are of
interest: (i) g4 — 0 with up = u* and (ii) g — oo. It is readily seen that
case (i) is equivalent to the approach taken in the earlier part of this paper,
which leads to the strict separability of long waves from short cycles. Case (ii),

@ — oo, implies that the trend utilization rate instantaneously adjusts to the
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actual rate and thus trend profitability is always equal to the actual profit rate.
Thus case (ii) undermines the conceptual distinction between trend and actual
profitability.

If the value of p is small enough, one can get a sufficiently smooth trend of
capacity utilization and trend profitability given by (55). The analytic results
based on the assumption that v = uv* in the previous sections remain unaffected
if u is sufficiently small. The trend rate of utilization gradually adjusts itself
toward actual utilization but the link between the trend rate of utilization and
the desired rate will not break down because the interaction between the goods
market and the labor market in the short cycle system will prevent actual uti-
lization from diverging away from desired utilization indefinitely. Thus both up

and u will fluctuate around u*.

7. Conclusion

The U.S. economy is going through a deep recession triggered by the biggest
financial crisis since the Great Depression. A Minskian perspective suggests
that the explanation of this crisis should be found in endogenous changes in
financial fragility.

This study has modeled a Minskian theory of long waves. The model clarifies
the underlying mechanism of endogenous changes in financial fragility and the
interaction between real and financial sectors. At a theoretical level, the study
provides a promising way of integrating two types of instability principles: Min-
sky’s Financial Instability Hypothesis and Harrod’s Instability Principle. While
both principles provide a source of cycles, they have distinct frequencies and
amplitudes in this model. The Minskian instability hypothesis creates long
waves and the Harrodian instability principle produces short cycles. The limit
to the upward trend created by Minskian instability is imposed by financial cri-
sis, while explosive trajectories implied by Harrodian instability are contained
by stabilizing labor market dynamics.*® When two principles are combined into
a coherent stock-flow consistent framework, the proposed pattern of long waves
and short cycles emerges.

A purely mathematical model of this kind may clarify the logic of interactions

but clearly has many limitations. The depth of the current crisis and the time

48The following quote from Minsky (1995, 84) is suggestive: “As reasonable values of the
parameters of the endogenous interactions lead to an explosive endogenous process, and as
explosive expansions and contractions rarely occur, then constraints by devices such as the
relative inelasticity of finance or an inelastic labor supply need to be imposed and be effective
in generating what actually happens.”
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needed to initiate a new cycle depend on institutional and policy dimensions.
Minsky devotes a large part of his analysis to the institutional and historical
developments of financial markets and policy responses. Thus, the patterns of
long waves are heavily affected by these elements. The full account of long waves
and crises is possible only when one takes a serious look at these dimensions.
Disregarding the historical contingencies of actual movements, it may be
useful to extend the model in a number of directions. First, it may be desirable
to give a more detailed treatment to banks’ behavior. The assumption of the
fixed real interest rate may be too simple to characterize banks’ pricing behav-
ior over the course of cycles. The financial sector may have to be disaggregated
to address the issues regarding securitization, a key aspect of the recent finan-
cial crisis. Bankers’ perception of tranquility is possibly affected by their own
profitability. Next, this paper did not explore the implications of households’
indebtedness. Instead, it has focused on an increasing share of stocks (riskier
asset) in households’ financial wealth as an indicator of increasing fragility in
the household sector. It would be interesting to see the effect of the introduction
of the evolution of household debt into the model. Third, the proposed model
is inflation neutral in the sense that the decisions on real quantities such as
investment, consumption and output expansion are made with no reference to
inflation and the banking sector holds the real interest rate at a constant level.
In some account of Minskian ideas (e.g Fazzari et al., 2008), changes in the in-
flation rate play an important role. Finally, the assumption of a closed economy
in this paper is another major limitation. Unfettered international capital flows,
in contrast to the belief of its proponents, have created growing instability and
global imbalances (Blecker, 1999). Several authors suggest that Minsky’s theory
can be extended to an international context (e.g. Wolfson, 2002, and Arestis
and Glickman, 2002), but few attempts have been made to formalize the ideas
and to propose precise mechanisms behind them. Addressing these issues is left

for future research.

37



[1]

2]

Ando, A., Modigliani, F., 1963. The life cycle hypothesis of saving: Aggre-
gate implications and tests. American Economic Review 53, 55-84.

Arestis, P., Glickman, M., 2002, Financial crisis in Southeast Asia: dis-
pelling illusion the Minskian way. Cambridge Journal of Economics 26,
237-260.

Bernanke, B., Gertler, M., Gilchrist, S., 1996. The Financial Accelerator
and the Flight to Quality. The Review of Economics and Statistics 78(1),
February.

Blecker, R., 1999. Taming Global Finance: A better Architecture for
Growth and Equity. Washington DC: Economic Policy Institute.

Crotty, J., 2009. Structural Causes of the Global Financial Crisis: A Criti-
cal Assessment of the ‘New Financial Architecture’. Cambridge Journal of
Economics, 33, 563-580.

Cynamon, B. Z., Fazzari, S. M., 2008. Household Debt in the Consumer
Age: Source of Growth-Risk of Collapse. Capitalism and Society 3(2).

Delli Gatti, D. Gallegati, M., Gardini, L., 1994. Complex Dynamics in
a Simple Macroeconomic Model with Financing Constraints. In: Dymski,
G., Pollin, R. (Eds.). New Perspectives in Monetary Macroeconomics: Ex-
plorations in the Tradition of Hyman Minsky. Ann Arbor: University of
Michigan Press.

Dos Santos, C.H., Zezza, G., 2007. A simplified, benchmark, stock-flow
consistent Post-Keynesian growth model. Metroeconomica 59(3), 441-478.

Dutt, A.K., 1995. Internal Finance and Monopoly Power in Capitalist
Economies: A Reformulation of Steindl’s Growth Model. Metroeconom-
ica 46(1), February.

Fazzari, S., Ferri, P., Greenberg, E., 2008. Cash flow, investment, and
Keynes-Minsky cycles. Journal of Economic Behavoir and Organization 65,
555-572.

Fazzari, S.M., Hubbard, R. G., Peterson, B.C., 1988. Financing constraints
and corporate investment. Brookings Papers on Economic Activity 1, 141-
195.

38



[12]

[17]

[18]

[24]

Flaschel, P., Franke, R., Semmler, W., 1998. Dynamic Macroeconomics:
Instability, Fluctuation, and Growth in Monetary Economies. The MIT

Press.

Foley, D. K., 1986. Liquidity-Profit Rate Cycles in a Capitalist Economy.

Journal of Economic Behavior and Organization, 363-376.

Foley, D. K., Taylor, L., 2006. A Heterodox Growth and Distribution
Model. In: Salvadori, N. (Ed). Economic Growth and Distribution: On
the Nature and Causes of the Wealth of Nations. Edward Elgar.

Godley, W., Cripps, F., 1983. Macroeconomics, Oxford: Fontana and Ox-

ford University Press.

Godley, W., Lavoie, M., 2007. Monetary Economics: An Integrated Ap-
proach to Credit, Money, Income, Production and Wealth. London and
Basingstoke: Palgrave Macmillan.

Harrod, R., 1939. An Essay in Dynamic Theory. The Economic Journal,
March.

Jarsulic, M., 1989. Endogenous credit and endogenous business cycle. Jour-

nal of Post Keynesian Economics 12(1), 35-48

Keen, S., 1995. Finance and economic breakdown: modeling Minsky’s “fi-
nancial instability hypothesis. Journal of Post Keynesian Economics 17(4),
607-635

Lavoie, M., Godley, W., 2001-2002. Kaleckian models of growth in a co-
herent stock-flow monetary framework: a Kaldorian view. Journal of Post
Keynesian Economics 24 (2), 277-311.

Lima, G. T., Meirelles, A., 2007. Macrodynamics of debt regimes, financial
instability and growth. Cambridge Journal of Economics 31, 563-580.

Medio, A., 1992. Chaotic Dynamics: Theory and Applications to Eco-
nomics. Cambridge University Press.

Minsky, H.P., 1964. Longer Waves in Financial Relations: Financial Factors
in the More Severe Depressions. The American Economic Review 54(3), Pa-
pers and Proceedings of the Seventy-sixth Annual Meeting of the American

Economic Association, 324-335.

Minsky, H.P., 1975. John Maynard Keynes. Macmillan.

39



[25]

[26]

[31]

[32]

[33]

[36]

Minsky, H.P., 1982. Can “It” Happen Again? - Essays on Instability and
Finance. M.E. Sharpe, Inc.

Minsky, H. P., 1986. Stabilizing an Unstable Economy. Yale University
Press.

Minsky, H.P., 1995. Longer Waves in Financial Relations: Financial Factors

in the More Severe Depressions II. Journal of Economic Issues 29(1), 83-96.

Nasica, E., Raybaut, A., 2005. Profits, confidence, and public deficits:
modelling Minsky’s institutional dynamics. Journal of Post Keynesian Eco-
nomics 28(1), 135-155.

Palley, I. T. 2009, A Theory of Minsky Super-Cycles and Financial Crises,
IMK Working Paper.

Semmler, W., 1987. A Macroeconomic Limit Cycle with Financial Pertu-

bations. Journal of Economic Behavior and Organization 8, 469-495.

Setterfield, M., 2004. Financial Fragility, Effective Demand and the Busi-
ness Cycle. Review of Political Economy 16(2), 207-223.

Skott, P., 1981. On the ‘Kaldorian Saving Function’. Kyklos 34, 563-81.

Skott, P., 1989. Conflict and Effective Demand in Economic Growth. Cam-
bridge: Cambridge University Press.

Skott, P., 1994. On the Modelling of Systemic Financial Fragility. In: Dutt,
A. K. (Ed). New Directions in Analytic Political Economy. Aldershot, UK
and Brookfield, US, Edward Elgar.

Skott, P., 2008. Theoretical and empirical shortcomings of the Kaleckian
investment function. Working paper series 2008-14, Department of Eco-

nomics, University of Massachusetts Amherst.

Skott, P., 2008b. Growth, instability and cycles: Harrodian and Kaleck-
ian models of accumulation and income distribution. Working paper series
2008-14, Department of Economics, University of Massachusetts Amherst.

Skott, P., Ryoo, S., 2008. Macroeconomic Implications of Financialization.
Cambridege Journal of Economics 32, 827-862.

Taylor, L., 1985. A stagnationist model of economic growth. Cambridge
Journal of Economics 9, 383-403.

40



[39] Taylor, L., O’Connell, S.A., 1985. A Minsky Crisis. The Quarterly Journal
of Economics 100.

[40] Tobin, J., 1969. A General Equilibrium Approach to Monetary Theory.
Journal of Money, Credit, and Banking 1, 15-29.

[41] Wolfson, M. H., 2002. Minsky’s Thoery of Financial Crises in a Global
Context. Journal of Economic Issues 36(2).

[42] Wray, L. R., 2008. Financial Markets Meltdown: What Can We Learn from
Minsky. Public Policy Brief No.94, The Levy Economics Institutte of bard
College.

41



Appendix A: Proof of Proposition 1

To prove the existence of a limit cycle for the system of (11), (28), and (31),
we need to show that the Jacobian matrix (34) evaluated at (m(X), a(X), z(N),
A), where (m()), a()), z(A\)) is a fixed point of the system,*® should have the
following properties:

e The Jacobian matrix has a pair of complex conjugate eigenvalues 3(\) +
O(A)i such that B(A*) = 0, O(\*) # 0, and B'(A\*) # 0 and no other
eigenvalues with zero real part exist at (m(A\*), a(A*), z(A*) , A*)

where A* is a Hopf bifurcation point.
To apply the above condition for the Hopf bifurcation to the current context,
we will use the fact that the Jacobian matrix will have a negative real root and

a pair of pure imaginary roots if and only if:

R1) Tr(J) =F,, + G, <0

R3

(R1)

(RQ) Ji+J+J3=F,,G, *C/ Go >0
(R3) Det(J) = —¢' - (FruGa — FaGpn) <0
(R4)

R4) —Tr(J)(J1 + J2 +J3)+Det(J) —(Fm + G)(FG, = -Gy) = (-

(FmGa - FaGm) =
Let us denote the eigenvalues of the Jacobian matrix as p(A) and G(A)£0(N)i.

Proof of (I). Suppose that G, < 0. Then (R3) is always met. In order

to satisfy (R1) and (R2), we should have G, < mm{|Fm|, < |G‘T‘ } (R4) is

quadratic in G,. (R4) can be rewritten as:

ang + CLQGZ + a3z = 0 (A].)
where
a; = —Fm >0
_ 2 / =
ag = 7(Fm — C GO() ; 0
a3 = C/FaGm <0

Solving (A1) for G,, we obtain one negative and one positive real roots. Let
us select the negative root®®, which is given as:

49Note that in our case the fixed point is independent of the value of \.
50Tt can be shown that the positive root is irrelevant for the analysis.
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(IFml® = ¢'Ga) = V([Fm[? = ¢'Ga)? + 4¢[F 1] |G [Fa -

b= A2

ofF,, oW

Since G, = Kye %L; — ), the value of X that satisfies (R4) is: A = Ky %’"; +1b|. Let
A= mre%—’: + |b|. We have shown that if G, < min {|Fm|, C‘IILG“H} and A = \*,

then the Jacobian matrix has a negative real root and a pair of imaginary roots:
w(A*) < 0, B(\*) = 0, and 6(A*) # 0. To prove \* is indeed the bifurcation
point, we still need to show that 3 (A\*) # 0. To prove /(\*) # 0, let us use the

following fact:

#(A) +26(0) = Fm + G
2u(N)BN) + B(N)* +0(N)? =FinG. — ¢~ Ga
pNBO)? +0(N)?] = ~¢"+ (FrnGa — FaGum)

Totally differentiating both sides with respect to A, we get

1 2 0 w(N) -1
2600 2N +BN] 2000 | [FO)] = |Fal|  (A3)
(B2 +0N] 2u(NB)  2u(NON)| [0'(N) 0
The right hand side of (A3) is obtained using the fact that 8(;}; = —1 and A

does not affect all other partial derivatives than G,. Evaluating (A3) at A = \*,

we have:

1 2 0 ' (A%) ~1
0 2u\)  2000) | [#00)| = |IFal
o020 2u()I0) | o) 0

Solving this for 8'(A*), we finally get:

foyey 2RO Fr, | — 20(A)° : .
B\ = 2 )2000) + 4003 <0 since p(A*) <0

Thus, 8'(A*) is strictly negative.

Proof of (II). Suppose that G, > 0 and G, < 0. Then (R1) is always
satisfied. To meet (R2) and (R3), we need G, < min {W7 %} The
rest of the proof is essentially the same as that of (I).
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Proof of (III). Routh-Hurwitz necessary and sufficient conditions for the local
stability of a three dimensional system are (R1), (R2) and (R3) with replacing
the equality in (R4) by the inequality: —Tr(J)(Jy +J2 + J3) + Det(J) > 0.
Suppose that G, > 0 and G, > 0. Then (R2) is always violated and the fixed
point is unstable. At the same time, since (R2) is not met, it is impossible to

get a limit cycle a la the Hopf bifurcation.
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Appendix B: Functions and Parameter Values in Simulation

9= +mu (B1)
I
i ) B2
w9t (B2)
Y = h(r,e) = ho + i (B3)
= ’]776 =
" 1+ exp[—ho(m + hsIn(hy — €) + hs))]
. T ) T1 —T0
m:r(— =70+ (B4)
rm 1+ exp[—72 (% 77'3)}
1
where pr = w(u*,m,a)u’c and u* = —(n— ")
7
: ¢ —Co
&=C(2) = o+ B5
(2) = Co T oxpl-Ga(z — Gl (B5)
2=K(r%ymu — 1) — Az = Ko + K1 (1%umur — T) — Ko — Az (B6)
where 7¢|y—yr = pr—0—rm+(1+a)(h+mn)+dm - iy
am
Table 2: Parameter Values
Yo ol ho h1 ha hs ha hs o
-0.93 1.2 -0.03 0.085 40 0.4 1.1 0.435 0.5
n 0 S r c1 Cc2 Ko K1 K2
0.03 0.1 0.75 0.03 0.8 0.04 0.083 0.03 0.08
A Co C1 C2 (3 ) T1 To T3
0.04 -0.22 0.025 55 -0.069 -0.125 0.0055 25 8.4
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